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1. Introduction

This is the final report on the research program on "Radar Target
Discrimination and 1Identification Using Extinction-Pulses and Single-Mode
Extraction Pulses," supported by Defense Advanced Research Projects Agency,
Office of Naval Research and Office of Naval Technology under Contract NOOOl4-87-
K-0336. This program was initiated on June 1, 1987 and ended on January 31,
1991.

The goal of this research program is to develop an efficient new radar
tarzet discrimiration and ideutilicativa scheme based on the natural frequencies
of the target. It consists of synthesizing aspect-independent discriminant
sigﬁals including Extinction-pulses (E-pulses) and Single-mode extraction pulses
(S-pulses) which, when convolved numerically with late-time transient response
of an expected target, lead to zeio ro single-mode responses. When the
synthesized discriminant signals for an expected target are convolved with the
radar return from a different target, the resulting signals will be significantly
different from the expected zero or single-mode responses, thus, the differing
targets can be discriminated.

In this program, we have firmly established the feasibility and efficiency
of this E/S pulse scheme through experimental and theoretical étudies. The
unique characteristics of this scheme, the aspect-independence and noise-
insensitivity, have been demonstrated. The scheme was also found to have
potentiality of detecting and identifying low observable targets and rotating
targets such as helicopters. For this program we have constructed new
experimental facilities which include a new ground-plane time-domain scatteriig
range and a new free-field anechoic chamber scattering range. These scattering
ranges covering an area of 100' x 50' were constructed in a new Electromagnetics
Laboratory in a newly built Engineering Research Complex. These scattering
ranges have produced many good experimental results. We are now probably one of
the few universities that are equipped with both types of scattering ranges.

We will describe in this report major accomplishments of this research
program. They are (1) theory of E/S pulse techniques, (2) ground-plane time-
domain scattering range, (3) free-field anechoic chamber scattering range, (4)
noise-insensitivity of the E/S pulse scheme, (5) discrimination of helicopters
with the E/S pulse scheme, (6) detection and identification of low observable
targets, (7) effect of aspect variation on multi-pulse coherent processing, (8)

discrimination of multiple targets in the same range cell, and (9) power




requirement for a pulsed radar system.

Some reprints of published papers and some preprints of submitted papers
reporting details of various topics studied under this research program are
included in Appendices. A list of publications and personnel participated in

this research are also included.




2. Theory for E/S-pulse technique

In its broadest definition, an extinction pulse is a waveform of finite
duration T, which, upon interaction with a particular target, eliminates from its
induced current, charge or scattered fi~ld response a preselected portion of the
target’s natural mode spectrum. If the remaining portion is a single damped
sinusoid, the E-pulse is termed a "single-mode extraction signal" or "S-pulse".

Synthesis conditions for the E-pulse waveform can be easily establish-d.
The scattered field response of a conducting object can be written in the late-

time as a sum of damped sinusoids

N
r(t) = Y a,e’cos(w, t+d,) £E>T, (1)
r=1

where T, is the beginning of the late-time response, a, 6 and ¢, are the aspect
dependent amplitude and phase of the nth mode, s=0+jw, and only N modes are
assumed excited by the incident field waveform. The convolution of an E-pulse

waveform e(t) with the above response is given by

N

c(t) = Y a,lE(s,)|e’ " cos (w t+¥ ) (2)

n-1i
where ?n is dependent on e(t) and

TC
E(s) = Lie(t)} - fe(t)e‘“dt (3)

is the Laplace transform of the E-pulse. Constructing an E-pulse to produce a

null late-time convolved response, c(t)=0, is seen to require

E(s,) = E(s,) =0 (4)

In other words, the E-pulse must have zero spectral energy at the natural

frequencies in the target response. A single mode extraction signal necessitates

E(s) = E(s;) =0 1<n<N, n=m (5)

n




to leave the mth mode "unextiaguished" in the convolved response. Alternatively,

the conditions (5) can be applied along with

E(s,) = E(sp) (6)

to give a "cosine" S-pulse or with

E(s,) = ~E(s}) (7)

to give a "sine" S-pulse.
To implement the above synthesis requirements, the E-pulse is represented

as
e(t) = ef(t) +ee(t) (8)

where ef(t) is a forcing component which excites the target’s response, and e®(t)
is an extinction component which extinguishes the response due to ef(t). The
forcing component is chosen freely, while the extinction component is expanded

in a set of basis functions

M
ee(t) = Y a,f,(t) (9)
m-1

and the synthesis conditions are applied. For an E-pulse designed to extinguish
all the modes of a target response, (4) results in a matrix equation for the

basis function amplitudes

(F,(8,) F(5,) = Fy(s))] (Ef(s,)]
: : : al :
Fl(SN) FZ(S):I) FM(SN) az - _ Ef(SN) (10)
Fi(s8]) Fy(s87) ~ Fy(s{)|]: Ef(s;)
: : : a :
Fi(Sy) Fp(sy) — Fy(sy)) Ef(sy)

where




Fo(s) = L{f,(t)}

E,(s) - Lief(£)} (11)

and M=2N is chosen to make the matrix square. Note that if a DC offset artifact
is present in the measured response the E-pulse can be synthesized to remove the
DC by demanding, in addition to the above requirements, E(s=0)=0.

The matrix equation (10) has a solution for any choice of E-pulse duration.
However, for some choices of T, the determinant of the matrix vanishes and (1)
has a solution only if ef(t)=0. This type of E-pulse is termed a "natural" E-
pulse, while all others are called "forced" E-pulses.

A variety of basis functions have been used in the expansion (8), including
delta-functions, Fourier cosines, damped sinusoids and polynomials. While each
choice has its own important motivation, perhaps the most versatile expansion is
in terms of subsectional basis functions

g(t-[m-114) (m-1)A s tsmA

£.{¢6) = { ‘ (12)
0 : elsewhere

so that Te-ZNA and
F,(s) = F,(s)e®zn™ (13)
where
7 - g-S4 (14)

giving a matrix of the Vandermonde type. The determinant of this matrix is zero

when

A - _ﬁ)ﬂ p=1,2,3,., Ll<ksN (15)

revealing thac the duration of a natural E-pulse is only dependent upon the
imaginary part of one of the natural frequencies. The minimum natural E-pulse

duration is just

T, = 2N—= (16)

mmax




where o, is the la ‘st radian frequency among the modes.

The proper chc :e of T, in the synthesis of an E-pulse is cricical to its
performance. Empirical results show that if T, is chosen to be less than the
minimum natural E-pulse duration (16) the resulting E-pulse waveform is highly

oscillatory with a majority of its energy above o and poor results are

max
obtained in the presence of random noise.

Discrimination among radar targets is based wupon the ability to
differentiate the convolution of the correct E-pulse with a measured target
waveform from the myriad of other convolutions. As the number of prospective
targets becomes large, a visual inspection of the convolved outputs becomes more
subjective, and eventually impractical. A scheme has therefore been devised to
automate the discrimination decision.

Ideally, if the E-pulse convolutions were uncorrupted, the energy ratio

Tree
fcz(t)dt

E - ’_;&L—._ (17)
fez(t:)dt:

(o]

would be zero only for the correct E-pulse. Here c(t) is the convolution of the
E-pulse e(t) with the measured response, and TLES is the earliest time at which

the unknown target convolution is certaiu to bLe a unique series of narural modes

Tps = To+ 2T, (18)

where T,  is the one-way transit time of the largest dimension of the target
corresponding to the E-pulse. (The largest dimension must be used unless the
target aspect is known.) The end of the energy window, T .., is chosen so that
the window width, TwE'Tms' is the same for all convc .utions.

If the convolutions are corrupted with noise, the convolution with the
smallest energy ratio corresponds to the correct target. The difference in dB
between the smallest energy ratio and the next smallest gives a measure of the
confidence of the discrimination decision, and 1is called the "E-pulse

discrimination ratio" (EDR).




A similar approach can be applied to discrimination based on S-pulse
waveforms. Here a discrimination decision is based on recognizing a pure single
mode signal among a multitude of multi-mode signals.

Consider the convolution of an S-pulse with a return from the expected
target. During a finite time period between the onset of late-time and the end
of the measured return the convolved output will be a single damped sinusoid of
unknown amplitude and phase (depending on target aspect) but known complex
frequency. Using the outlined synthesis scheme it is possible to create both
sine and cosine S-pulses which result in output convolutions cc(t) and cs(t) with

identical unknown amplitudes and unknown phases differing by 90°

0

(t) =~ Ae’°“cos(w t+§)

0t (19)
cg(t) = Ae °*'sin(w L)
which can be combined to form the complex exponential
C(t) = c.(t)=Jc,(£) = Ae T¥efe 7" (20)

These outputs are analyzed for expected single-mode content ipn an approach

inspired by the matched filtering concept. Define the S-Pulse energy ratio

2
f|C‘(m)lIF(w)|dw
5 - J_

f:C(w)de f|F(w)|2dw

where C(w) is the Fourier spectrum (obtained via the FFT) of C(t), and F(w) is
the analytic spectrum of the expected complex exponential, taken over the same
finite time interval. It is apparent that the energy ratio takes on a mavimum
of unity when the convolved output matches the expected signal. Thus, if the
convolutions are corrupted with noise, the ratio closest to unity corresponds to
the correct target. The difference in dB between the energy ratio closest to
unity and the ratic ncxt closest gives a measure of the confidence of the

discrimination decision, and is called the "S-pulse discrimination ratio" (SDR).




Note -—hat the unknown phase of the convolved output is inconsequential since only
tl.e spectral magnitude is involved.
Finally, the results from E-pulse and S-pulse discriminacion can be

combined into an overall confidence ratio DR=EDR(dB)+SDR(dB).




3. Ground-plane time-domain scattering range.

The layout of the ground-plane time-domain scattering range and the
free-field anchoic chamber scattering range is shown schematically in Fig.
1. These two scattering ranges are located adjacent to each other and the
arrangement of other instrumentations including a pulse generator, a
scmpling oscilloscope and a computer system are also depicted in Fig. 1.

The ground-plane time-domain scattering range implements antennas and
target models imaged on a 20 by 32 ft. ground plane which was assembled from
4 by 8 ft. modules. A large monoconical antenna, with height 2.4 m, apex
angle 16° and characteristic impedance 160 ohms, is used as the transmitting
antenna to radiate narosecond EM pulses. A long wire antenna of length 2.4
m and diameter 1/4 inch. is used as the receiving antenna to receive the
scattered fields form the targets. It is noted that a short monopole probe
has been used previously as the receiving antenna. The replacement of a
short monopole probe with a long wire antenna led to an improvement on the
signal to nnise ratio of the measured scattered fields from the :argets.
Scale models of various airplanes have been constructed, and they can be
placed at various locations on the ground plane to be illuminated by the EM
pulses radiated by the transmitting antenna, and their scattered fields
received by the receiving antenna. A narosecond EM pulse generator
(Tektronix 109 mercury-switched pulse generator) is used to excite the
transmitting antenna. This pulse generator produces pulses of 100 ps
risetime and duration between lns and 1 us with amplitudes as great as 500
volts at 1 KHz repetition rate.

The scattered fields or pulse responses from the targets are sampled
and measured using a Tektronix 7854 digital waveform processing sampling
oscilloscope (DWPSO). The DWPSO automatically acquires and averages
multiple target response waveforms, and implements intial signal processing
operation such as interpolation, smoothing and integration. An IEEE GPIB
interface links the DWPSO with an IBM-AT comprtible microcomputer. Software
programs executed on the microcomputer transfer data from the DWPSO waveform
memories to computer RAM, and subsequently to hard-disk storage. After the
measured scattered fields from the targets are transferred from the DWPSO to

the computer, they are numerically convolved with the discriminant signals
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of the targets stored in the computer. The convolved outputs are then
displayed on the computer monitor.

A photograph of the ground-plane scattering range is shown in Fig. 2.
Using this improved ground-plane scattering range, numerous experiments have
been conducted and very good results have been obtained. One set of typical
results is described here.

We aimed to discriminate and then identify among four different target
models; (1) a medium size B707 model of length 33 cm, (2) a medium size T-15
model (home made and arbitrarily named) of length 30 cm, (3) a big B707
model of length 64.5 cm and (4) a big F-18 model of length 72 cm as shown in
Fig. 3. The E-pulses of these four models have been synthesized as shown in
Fig. 4, and they were stored in the computer. The scattered fields or the
pulse responses of these four targets measured at certain aspect angles are
shown in Fig. 5. It is observed that these scattered fields consists of
large early-time responses followed by oscillatory late-time responses. The
shapes of these scattered fields are strongly dependent on the aspect angle
and it is impossible to identify the targets from these scattered fields.
However, when these scattered fields are convolved with the E-pulses of four
different targets in such a way as depicted in Fig. 3, the targets can be
easily and clearly identified.

Figure 6 shows the four convolved output signals when the scattered
field of the medium B707 model was convolved with four E-pulses of the four
different targets. It is observed that the convolved output of this
scattered field with E-pulse of the medium B707 model (the same target) give
a very small signal (almost a flat line) in the late-time period. On the
othe : hand, the convolved outputs of this scattered field with the E-pulses
of three other targets (wrong targets) all give large late-time responses.
Thus, it is very easy to identify from these results that the scattered
field belongs to the medium B-707 model.

Figure 7 shows the four convolved output signals when the scattered
field of the medium T-15 model was convolved with four E-pulses of the four
different targets. From the convolved output signal with a very small late-
time response (almost a flat line), which is the convolved output of the
scattered field with the E-pulse of the medium T-15 model, it is easy to
identify that the measured target is the medium T-15 model.

11
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Fig. 3 Convolution process of a target response with the

E-pulses of four different target models.
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The E-Pulse Waveforms of Four Different Airplane Models

-3
E-Pulse of Medium B707 Modd
-6 1 I 1
0 L5 3 45 6
6
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........................ O U
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E-Pulse of Medium T-15 Model
-6 L 1 |
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% 1 1 1
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6
N
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0 | ]
-3 -
E-Pulse of Big F-18 Model
- i 1 i
0 15 3 45 6
Timein ns
Fig. 4. E-pulses for the four target models: (1) a medium

size B-707 model, (2) a medium size T~15 model,
(3) a big B-707 model and (4) a big F-18 model.
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The Scattered Waveforms of Four Different Airplane Models
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Fig. 5. The scattered fields or the pulse responses of the
four target models measured at certain aspect angles.
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The Scattered Waveform of Medium B707 Convolved with Different E-Pulses

1.15 — Coav. with E-Pulse of Medium B707 model
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Fig. 6. Convolution of the scattered field of the medium
B-707 model with the E-pulses of medium B-707 model,
medium T-15 model, big B-707 model and big F-18 model.
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The Scattered Waveform of Medium T-15 Convolved with Different E-Pulses
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Fig. 7. Convolution of the scattered field of the medium T-15 model
with the E-pulses of medium B-707 model, medium T-15 model,
big B-707 model and big F-18 model.
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Figure 8 shows the four convolved output signals when the scattered
field of the Big B-707 model was convolved with the E-pulses of the fc¢ur
different targets. Again it is very easy to identify the target being
measured as the big B-707 model from the convolved output of this scattered
field with the E-pulse of the big B-707 model. Figure 9 shows the similar
results when the scattered field of the big F-18 model was convolved with
the E-pulses of the four different targets. From the convolved output
signal with a flat late-time response, the target in question can Le easily
identified as the Big F-18 model.

We believe that these results are very convincing proofs for the

feasibility and practicality of our target discrimination and identification
scheme.

18




The Scattered Waveform of Big B707 Convolved with Different E-Pulses
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The Scattered Waveform of Big F-18 Convolved with Different E-Pulses
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4, Free-field anechoic chamber scattering range.

A time domain chamber has been recently established at MSU for the purpose
of demonstrating the E-pulse technique in a free-field environment. The chamber
allows a simulation of the free-space radar environment where realistic scale-
model targets can be illuminated at arbitrary aspect and polarization.

Figure 10 shows a schematic diagram of the MSU free field experimental
facility. The chamber is 24’ long by 12' wide by 12’ high and is lined with 12"
pyramidal absorber. A pulse generator provides a half nanosecond duration pulse
to an American Electronic Laboratories model H-1734 wideband horn (0.5-6 Ghz)
which has been resistively loaded to reduce inherent oscillations, and the field
scattered from the radar target 1is received by an identical horn. A
microcomputer controls a waveform processing oscilloscope which acquires the
received signal and passes it to the computer for processing and analysis.

Accurate discrimination among eight different target models at a variety
of aspects has been demonstrated using the free field range. The targets, shown
in Figure 11, include simple aluminum models as well as detailed cast-metal
models, and range in fuselage length of from six to eighteen inches. Figure 12
shows the responses of the big F-15 and A-10 target models measured at a 45°
aspect angle (0° aspect is nose-on to the horn antennas), with the early and
late-time portions of the responses indicated. Note that the late-time period
begins at different times for the two targcts, due to their dissimilar sizes.
E-rulse waveforms have been constructed to eliminate all the modes of each target
using the E-pulse mode extraction scheme (see Appendix I) with measurements from
five different aspect angles. These waveforms are shown in Figure 13.

Discrimination between the big F-15 and the A-10 can be accomplished by
convolving the E-pulses with tne measured responses, and observing which E-pulse
produces the smallest late-time output. First assume the 45° response of the big
F-15 is from an unknown target. Figure 14 shows the convolutions of the two E-
pulses with the response. Clearly the big F-15 E-pulse produces the smaller
late-time signal, and thus the response is identified as coming from a big F-15
aircraft, For the complimentary situation, assume the 45° response of the A-10
is from an unknown target. Figure 15 shows the convolutions of the E-pulses with
this response. In this case the A-10 E-pulse produces the smaller late-time
signal, indicating the response is from an A-10 aircraft.

It is apparent that discrimination among radar targets is based on the
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ability to differentiate the convolution of the correct E-pulse with a measured
target waveform from the myriad of other convolutions. As the number of
prospective targets becomes large, a visual inspection of the convolved outputs
becomes more subjective, and eventually impractical. A scheme has therefore been
devised to automate the discrimination decision.

Ideally, if the E-pulse convolutions were uncorrupted by noise, the energy

ratio

Tiea
f c2(t)dt
Tz

E = (1)

T,

fez(t)dt

0

would be zero only for the correct E-pulse. Here c(t) is the convolution of the
E-pulse e(t) with the measured response, T, is the E-pulse duration and Tigg is
the earliest time at which the unknown target convolution is CERTAIN to be a

series of natural modes

Tps = T, + 27T, (2)

where T, is the one-way transit time of the largest dimension of the target
corresponding to the E-pulse. (The largest dimension must be used if the target
aspect is unknown.) The end of the energy window, Ty gz, is chosen so that the
window width, Tygg-Tigs, is the same for all convolutions.

Discrimination among all eight target models can now be demonstrated using
the energy ratio (1) as the single discriminant factor. Begin by assuming the
response of the big F-15 is from an unknown target. To show that successful
discrimination is possible regardless of target aspect, E-pulses for the eight
targets have been convolved with the responses of the big F-15 measured at five
different aspect angles from 0° (nose-on) to 90° (broadside). The energy ratio
(1) has been plotted as a function of aspect angle in Figure 16 for each expected
target. It is c¢bvious that for all aspects tested the big F-15 produces the
smallest late-time convolved response, with a minimum 10 dB difference in late-
time energy. Thus, the big F-15 is identified from among all the possible

targets at each aspect angle.
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Finally, discrimination among all eight targets can be demonstrated when
any of the eight is the unknown target. Table 1 shows the energy ratios (1)
obtained by assuming that each target is in turn the unknown target and
convolving the E-pulses for each of the eight expected targets with the response
of the unknown target. Here the target responses were all measured at 45°
aspect. Accurate discrimination for each target is indicated by the minimum
energy ratio being due to the E-pulse of the unknown target. For example, the
convolution of the F-18 E-pulse with the F-18 response produces a late-time
energy 29.8 dB below that produced by the convolution of the medium 707 E-pulse
with the F-18 response, and 15.3 dB below that produced by the convolution of the
B-1 bomber E-pulse with the F-18 response.
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E-Pulse “BF15

Target

Response

BF15 -25.7 dB
MB707 -20.0
B1B -11.2
SB707 -16.7
F18 - 7.1
TB747 -10.5
SF15 -4.5
A-10 -9.2

Table 1. Late-time energy in
responses of various

MB707

-11.8
-32.0
0

- 0.8

- 0.1

-2.9

BlB

-11.0
-16.9
-23.4
-20.1
-14.5
- 5.0
- 6.2
- 0.8
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SB707

- 9.1

-25.1

0

- 4.3

F18

7.0

8.0

-29.8

- 6.0

- 4.9

TB747

- 0.8

-11.8
-21.5

-10.9

SF15

- 6.8

A-10

the convolutions of various E-pulses with
targets at 45° aspects.




5. Noise~insensitivity of the E/S pulse scheme.

For the purpose of demonstrating that the E/S/ pulse scheme i3 also
noise-insenlfzive, in addition to being aspect-independent, the following
experimental results are presented.

To prove the noise insensitivity of our scheme, we have created very
noisy radar responses of complex targets by intentionally adding a large
random noise to the measured radar responses of the targets. These noisy
responses were then used to convolve with the discriminant signals, the E-
pulse and the S-pulses of the targets. We have found that the discriminant
signals £ the targets are very powerful and effective in rejecting a large
random noise and are capable of discriminating between the right and the wrong
targets from their very noisy radar responses. The following figures will
demonstrate this finding.

Figure 17 shows the pulse response of B707 model measured at 90°
aspect angle without an extra random noise added. Figure 18 is the convolved
output of the pulse response of Fig. 17 with the E-pulse of B707 model. As
expected, a very small output was obtained in the late-time period of the
convolved output. This indicates that the pulse response of Fig. 17 came from
the right target of B707 model. Next, a very nolsy pulse response was created
by intentionally adding a large random noise (created by a computer) to the
measured pulse response of B707 model shown in Fig. 17. This random noise
amounted to 30% of the maximum amplitude of the measured response of Fig. 17.
It is noted that the added random noise has a flat wide frequency spectrum and
it can not be simply filtered out by a low-pass filter. The created noisy
pulse response is shown in Fig. 19. When this noisy pulse response of Fig. 19
was convolved with the E-pulse of B707 model, a very satisfactory convolved
output was obtained, as shown in Fig. 20. This convolved output resembles
that of Fig. 18; the early-time response stayed nearly unchanges and, more
importantly, the late-time response still remained small. This indicates that
the E-pulse of B707 model was capable of identifying the noisy pulse response
of Fig. 19 belonged to B707 model. Next, we tried to discriminate a wrong
target, a F-18 model, with the E-pulse of B707 model using noisy pulse
responses of the wrong target. Figure 21 is the pulse response of F-18 model
measured at 90° aspect angle without a random noise added. When the response
of Fig. 21 was convolved with the E-pulse of B707, the convolved output is
shown in Fig. 22. 1In Fig. 22, it is seen that a large late-time response was
obtained. This indicates that the response of Fig. 21 came fiom a wrong target
other than B707 model. Next, a very noisy pulse response of F-18 model was
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created by intentionally adding a large random noise, 30% of the maximum
amplitude of the response of Fig. 21, to the measured response of Fig. 21.
This nolsy puIsc response of F-18 model is shown in Fig. 23. The noisy pulse
response of Fig. 23 was then used to convolve with the E-pulse of B707, and
the convolved output is shown in Fig. 24. The convolved output of Fig. 24, as
compared with the result of Fig. 22, shows a relatively unchanged early-time
response followed by a still large and some-what noisy late-time response.
This large late-time response is sufficient to indicate that the noisy pulse
response of Fig. 23 belonged to a wrong target other than B707 model.

Ve have also convolved noisy pulse responses of complex targets with
the S-pulses of the targets. Similar results as those described in Figs. 17
to 24 were obtained; the S-pulses of a complex target are capable of
discriminating between the right target and wrong targets based on very noisy
pulse responses of the targets.

Based on this study, we can conclude that our target discrimination
scheme of using the E-pulse and the S-pulses of the target is very noise

insensitive.
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6. Discrimination of helicopters with the E/S pulse scheme.

The successful discrimination of helicopters is complicated by the
rapid motion of the rotor blades. During the measurement of a transient
response of a helicopter, the blades are caught in different positions
during different pulse transits with the precise blade location unknown. If
the dominant natural frequencies of the helicopter depend heavily on
coupling between the blades and the fuselage, and thus upon blade position,
accurate discrimination will depend on an unlikely fortuitous measurement.

Preliminary experiments have been conducted using a crude helicopter
model which suggests that coupling between the rotors and the fuselage is
minimal. Thus, discrimination between disimilar helicopters is possible
regardless of the rotors’ positions at the times of interrogation.

The helicopter model is constructed using a 12" length of 4" diameter
aluminum éylinder for the fuselage, and two sets of perpendicular blades of
lengths 12" and 16" attached to the cylinder by a perpendicular post,
Discrimination between the helicopter with 12" blades and the helicopter
with 16" blades has been accomplished with the blades in two different
positions. 1In the first position, the blades are mutually perpendicular,
with one blade parallel to the fuselage. In the second position, the blades
are still mutually perpendicular, but are rotated so that each makes a 45°
angle with the fuselage.

Measurements have been made both within the free-field chamber
(simulating a helicopter flying in air) and on the ground plane range
(simulating a helicopter hovering above the ground).

Results from the ground plane range are shown in Figures 25 to 28, with
the helicopter being illuminated at broadside (90° aspect angle). In Figure
25, the energy plots (time domain) are calculated from the convolution of
the response of the 45° oriented short-blade helicopter (H90D45S) with the
E-pulses constructed for the 0° oriented (parallel to fuselage) short blade
helicopter (EPHDOS), the 45° oriented short-blade helicopter (EPHD45S), the
0° oriented, long-blade helicopter (EPHDOL), and the 45° oriented long-blade
helicopter (EPHD45L). As expected, the convolution of the 45° short-blade
E-pulse with the 45° short-blade response gives the smallest late-time

energy (most dB down). However, counvolution of the 0° oriented E-pulse with
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Fig. 25. Late~time energy from convolution of 45° oriented
short-blade helicopter response and E-pulses for
long and short-blade helicopters.
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Fig. 26. Llate-time energy from convolution of 0° oriented
short-blade helicopter response and E-pulses for
long and short-blade helicopters.
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Fig. 27. Late-time energy from convolution of 45° oriented
long-blade helicopter response and E-pulses for
long and short-blade helicopters.
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Fig. 28. Late-time energy from convolution of 0° oriented long-blade
helicopter response and E-pulses for long and short-blade
helicopters.
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the 45° short-blade response also gives small energy, while convolution with
the two long-blade E-pulses gives much larger energy.

Similar results are shown in Fig. 26 where the response of the 0°
short-blade helicopter is convolved with all four E-pulses. Thus, it is
possible to discriminate the long-blade helicopter from the short-blade
helicopter regardless of the blade orientation with respect to the fuselage.

This conclusion is enhanced by the results shown in Figures 27 and 28
which show the convolutions of the long-blade helicopter responses with all
four E-pulses. Here, the long-blade E-pulses produce little late-time
energy when convolved with long-blade responses, but the short-blade E-
pulses produce large late-time energy when convolved with long-blade
responses. This occurs regardless of blade orientation.

Figures 29-33 show results obtained from measurements performed using
the free-field range. In this case, an experiment was performed to
determine if the aspect angle of the helicopter would affect the
discrimination performance. In this sequence of plots, the response of a 0°
oriented long-blade helicopter (HOWCL) measured at five aspect angles (0°-
90°) is convolved with E-pulses constructed for a 0° oriented short-blade
helicopter (HOWCS), a 45° oriented short-blade helicopter (H45WCS), a 0°
oriented long-blade helicopter (HOWCL), and a 45° oriented long-blade
helicopter (H45WCL), and the late-time energy calculated. It is seen that
regardless of the target aspect angle, both the 0° oriented and 45° oriented
long-blade helicopters are easily discriminated from the 0° oriented and 45°

oriented short-blade helicopters.
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Fig. 29. Late-time energy from convolution of 0° oriented
long-blade helicopter response measured at 0°

aspect and E-pulses for long and short-blade
helicopters.
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Fig. 31, Late-time energy from convolution of 0° oriented
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7. Detection and identification of low observable targets.

In the course of our research, it was observed that the E/S pulse
technique can be utilized to detect a low observable target and also to
identify the target even though it is covered by a lossy material which
absorbs microwave radar signal. The reason for this unique capability is
that the E/S pulse technique uses an interrogating EM pulse which excites
low order natural resonant modes of the target. These natural modes are due
to the oscillation of free electrons in the target’s main structures such as
the wing and the fusilage, and these oscillations are not significantly
affected by the coating of lossy material on the target.

To show that the E/S pulse technique can be used to detect a low
observable target, the pulse response of a 4" x 12" aluminum plate (a
simulated wing structure) and that of the same plate covered by a one half
inch thick layer of microwave absorber vere measured at various aspect
angles. The measured responses at the normal incidence are shown in Figs.
34 and 35. It is obsexrved that the pulse response of the lossy coated plate
is somewhat lower in magnitude and quite different in waveform when compared
with that of the uncoated plate. The fact that a lossy coated plate still
give a significant return to an interrogating EM pulse will make the
detection of a low observable target possible with the E/S pulse technique.
Furthermore, we will show that the lossy coated plate can be discriminated
from other plates of different dimensions based on its late-time pulse
response using the E/S pulse scheme.

We have attempted to discriminate a 6" x 15" plate from the lossy
coated 4" x 12" plate, assuming information is only available for the 4" x
12" plate without loss. Figure 36 shows the convolved response of the 6" x
15" plate E-pulse with the response of the coated 4" x 12" plate. As
expected, the late-time portion of the convolved response exhibits a large
amplitude. In contrast, Figure 37 shows the convolved response of the E-
pulse synthesized for the UNCOATED 4" x 12" plate with the measured response
of the COATED 4" x 12" plate. The small amplitude of the late-time
component demonstrates that the coating has little effect on the pulse
discrimination. Lastly, Figure 38 shows the convolution of the E-pulse for
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the uncoated-4" x 12" plate with the response of the 6" x 15" plate. Here
the late-time portion has a large amplitude. Similar results have been
obtained using waveforms measured at end-on and oblique incidence.

The implication of these results is that discrimination between radar
targets using E-pulses is possible even if the targets are coated by lossy
material, but information is available only for the uncoated targets. The
reason for this is that E-pulse waveforms are based entirely on the natural
frequencies of the targets, and the natural frequencies of resonance region
are not perturbed greatly by addition of the lossy layer; the imaginary
parts of the natural frequencies are determined primarily by the geometry of
the underlying conducting plate. It is interesting to note that although
the measured waveforms of the 4" x 12" plate and the 4" x 12" coated plate
(Figures 34 and 35) are quite different, the natural frequencies contained
in each are nearly identical. Thus, the presence of the lossy layer serves
mostly to perturb the amplitudes and phases of the natural modes. An
obvious scenario is as follows. The natural frequencies of a group of
aircraft are determined by a scale model measurements, and a set of E-pulses
constructed. However, in acturality, each of the aircraft is operated
carrying an additional coating of lossy material, for the purpose of
thwarting high frequency radar. Since the E-pulse technique is based on
resonance region frequencies, the presence of the coating does not affect
the ability to accurately discriminate the targets in practical situationms.

These preliminary results tend to indicate that a pulsed radar or an
ultrawideband radar operated on the E/S pulse scheme has good potentiality
of detecting and identifying low observable targets such as Stealths if more

research is conducted on this effort.
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8. Effect of aspect variation on multi-pulse coherent processing.

For multi-pulse coherent processing, it is important to know the effect of
aspect angle changes on the modal amplitudes of typical target modes. If
the changes are severe, then pulse-to-pulse coherent processing would not be
practical.

To get a feeling for the possible range of aspect changes in a
realistic situation, consider a missile travelling at Mach 5 (1650 m/s)
perpendicular to the radar line of sight, at a range of 10 km. If the pulse
repetition rate is 10 kHz, then the missile will travel a distance of 165 m
during a 1000 pulse interrogation. This corresponds to an aspect angle
change of about tan'l (165/10000) = 0.9°. It is anticipated that a change
of aspect of less than a degree will produce an unimportant change in the
amplitudes of the dominant natural modes.

An experimental verification of this prediction has been performed
using the free-field target range. The response of a detailed model of an
F-15 fighter aircraft.(18" fuselage length) has been measured at angles of
0°, 5°, 10°, and 15° from head-on (a much larger range of aspect angles than
anticipated above). The total responses are shown in Figure 39 while the
late-time portions of these resp -ies are shown in Fig. 40. It is apparent
from the late-time plots that the modal amplitudes change relatively little
over this range of aspects, and thus the responses should add
constructively.

Evidence for the coherence of the different aspect angle waveforms is
given in Figure 40 which shows the sum of the individual waveforms. All the
waveforms add in phase, as the resulting signal has approximately four times
the amplitude of a single waveform.

Additional evidence for the coherence of the four waveforms is obtained
by extracting the dominant modal frequencies and examining the energy in
each individual mode as a function of aspect angle. Table 2 shows the
natural frequencies of the first two modes of the F-15 extracted from the
measured waveforms, as well as the modal energies. It is seen that the
energy is nearly constant with aspect. Also shown in Table 2 are the
frequencies and energy obtained from the sum of the waveforms. The energy

in each of the modes of the sum is about 16 times as large as the energy in
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each individual waveform, again indicating that the signals have added

constructively.

Table 2 Modes extracted from measured response of big F-15 at various

aspects

Aspect Mode Damping Radian Modal
Angle Number Coefficient Frequency Energy

0° 1 -0.261 3.91 3.66
2 0.072 5.69 0.096

5° 1 -0.290 3.91 3.60
2 0.056 5.80 0.144

10° 1 -0.356 3.93 3.79
2 0.071 5.69 0.096

15° 1 -0.433 3.99 4.37
2° 0.133 5.77 0.097

SUM 1 -0.330 3.93 60.79

2 0.039 5.73 2.02
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9. Discrimination of multiple targets in the same range cell.

Discrimination of individual targets using the E-pulse technique has
been effectively demonstrated both in a free space environment and o;'a
ground plane. A more complicated problem is performing discrimination when
multiple targets are present.

Many target configurations are possible, including identical or
disimilar targets in or out of the same range cell. If identical targets
are located within the same range cell, it is anticipated that the E-pulse
for a single target will remain effective. This assumes that mutual
coupling of the targets will produce a negligible shift in target natural
resonance frequencies, and must be demonstrated experimentally.

An experiment using the free-field range has been conducted to test
discrimination of multiple groups of identical targets. Measurements were
made of a single 11 cm (fuselage length) Boeing 747 and a single 15 cm
(fuselage length) Boeing 747. Measurements were also made of two 1l cm
747's in the same range cell, separated by 10 cm, 20 cm, 40 cm, and 60 cm.
An E-pulse was then constructed for the single 11 cm 747, and convolved with
each of the measured waveforms. The discrimination ratios, calculated using
(1) and (2), are shown in Figure 41. It can be seen that the single 11 cm
747 is easily discriminated from the single 15 cm 747 (the energy ratio of
the correct 11 cm 747 is the smallest--the most dB down). It can also be
seen that the set of two 11 cm 747's ar= easily discriminated from the
single 15 cm 747 using the E-pulse for the single 11 cm 747. Note that as
the targets are brought closer together, the discrimination level lessens,

but still remains high.
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Figure 41. Energy ratios for convolutions of single 11 cm Boeing
747 E-pulse with responses of single and multiple
target configurations.

61




10. Power Requirement for a Pulsed Radar System

It is essential to know how much power needs to be transmitted in order
to have the signal above the noise level in the late-time of the scattered
field. This is very important for the E/S-pulse discrimination technique
since it uses the late-time of the returned signal of a target. A simple
analysis is dorn= for a thin cylinder illuminated by an arbitrary time-
dependent spherical wavefront at oblique incidence. From this analysis, a
rough estimate will be made as to how much power must be transmitted in
order to keep the late-time signal above the noise level. Figure 42 is a

geometrical configuration of a thin cylinder illuminated by the impressed

-

field El(?,s) and the cylinder, in turn, maintained the scattered field

ES(T,s).
Assume an iucident electric field with an arbitrary time-dependent
spherical wavefront propagating in the u direction makes an angle § with

cylinder axis having the following expression:

. A T
Ef(r,t) = v =2 E P[t " ﬁ5]
r [o] Cc

where r is the distance between the antenna and the target, r, is the

distance between the antenna phase center and an antenna aperture, u = zcosf
and P(t) is the time-dependent function describing the incident electric

field which has an amplitude of Eo at antenna aperture.

In transform domain the incident field is:

Ei(r §) = ; rOEOP(S) ex il =SL
! r P c Xp c J°

The general electric field integral equation (EFIE) for the transform

-
induced current K(;,s) excited on a surface of an arbitrary perfectly

conducting body is:
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Figure 42. A wire target is illuminated by an interrogating EM pulse, El,

. s
and it, in turn, produces a scattered wave, E”.
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-sR
N 2.\ (o4 .

= I [v'-'ﬁ('r",s)(c-V) - izco'ﬁ(?',s)] S ds = - BT,

for all r in the space S, and R = I? - ;'[ is the distance between source
and field points on the body surface. Specializing the EFIE to a thin
cylinder gives:

(2 2 .
L ' g _ s_ ' . - i
fo I(z',s) l 2 - 2] K(z,z',s)dz eosEz(z,s),
3z c
where:
] r E P(s) - szcosf sIr
1 o 0 . [+ (o4
E*(z,s) = —— sinfe e ,
z r
- sR
e ¢ 2 2
K(z,z',s) = R with R = J(z-2')" + a“.
Rewriting the EFIE in SEM notation gives:
ft I(z’',s)l'(z,z',s)dz’ = - eosE;(z,s) e~ for 0<z<L
- sR
2 2 c
. ' 11— _s_| e
with I'(z,z’,s) [ 7 - 2] R
dz c

The SEM sclution for the induced current, I(z,s), for the excitation

i . .
E z(z,s) is:

N
I(z,s) = T n (s)v (z2)(s - s ) L + u(z.s).
Q-l a a a
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The first term of I(z,s) is the SEM expansion due to first order simple pole
singularities while the other terms are due to complex singularities such as
higher order poles, branch points, essential singularities, and an entire

function. It is important to note that the coupling coefficients n, are

dependent on the incident field illumination.

The natural mode current distribution va(z) which can exist at complex

frequencies s = S, when the impressed field vanishes, E;(z,s) =0, is

defined chrough:
Yy (z)r(z.z',s )dz' = 0
o a T Ta )

Substituting the I(z,s) into the EFIE yields the coupling coefficient

aCS'-SﬁZ

I v 4(2)5(2,5 ) dz

Na(sg) =
B "8 LeL ' ' '
IJ, vg(2)vg(z' )T (2,2 55)dzdz

where:

i
S(z,sﬁ) - - eosﬂEz(z,sﬂ) and,

2
l g
- I'(z,z',s)
26 2! 652 Sm=s

B

r

An important assumption made in obtaining the coupling coefficient is

that W(z,s) has no simple pole or higher order poles at s = s The

g
coupling coefficients are categorized into two types, class-1l, which is best
suited for late-time calculations, and class-2, which is best suited for

early-time calculations. Since E/S-pulse discrimination uses the late-time
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scattered field component, attention is given to the class-1 coupling

coefficients.

Assume the modal current distribution, ua(z), can be approximated as a

sinusoid with an amplitude a, defined as:

2 - J‘LJ‘L . |anz in arz' T, ( ' ydzdz' -1
a, oo Sin —E‘ s L la z,2',s z ,
then

r EOP(S) - szcosh

S) = - a €_s sind e
na( ) a o r

o 4

L . a7z
Jq sin(5%)e dz.

To calculate the impulse response of the thin cylinder, the EOP(t)

function is chosen as a delta function with a Laplace Transform of 1.
Simply substituting this into the above equations gives the following
results.

After going through several approximations the amplitude of the ath
current distribution is found to be:

22 o - bmc [2 In (f) i 1]-1,

while the coupling coefficient is:

(o

r[(s/c cos@)2 + [Q%J 2]

. - ST
Ssr a € s sinf e =

(S) - x O

,70

Combining these results gives:

N
I(z,s) = £ an (s)(s - sa)'lsin [9%5],
a=1
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and

- sr
-4n ==Is an
_— . c|=H - sL
r |p L| sind e s L == cosf¥
an (s) =7 o190 = = |cos(ar) e ¢ - 11,
a'a S 2 an|2? L
r|l= cosé + |= 2 In -1
c L a

---- for class-2

while for class-1, an, = aana(s = sa).

Once the induced current on the thin cylinder is known, the scattered

field maintained by this current in the far zone can be calculated. The

scattered field maintained by general current J(E,0) is given by:

s a

t

)

ES(Z,¢) = - (%, v) - & A5(F,0),

[+

s s . . . .
where @~ and A~ are scalar and vector potentials maintained by the induced

current, and they are defined in the Laplace transform domain as:

- SR
s, 1 - e ¢
& (r,s) = o [, p(xt,s) T av,
(o]
- SR
7] c
B5(2,8) = ;2 [, 3G, 9) S av'.

After some manipulation, the scattered field in the far zone (sR/c>>1)
is found to be:

L]
o o

E°(r,s) = <

4n v [

J(Z',s) - Rep(T',s)] & = av'.
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Using the continuity equation V-j(?,s) - -sp(;,s), and using the

AN
approximation for distance R = r, and for phase R = r - r+r’, the scattered

field is simplified to:

- SL s§;~?')
s = THS e ©° ° + = c
-~ —_ r J(r’,s dv’
E(r,s) = 7, - x |rx fv (r',s) e

In the thin cylinder case J(¥’s) is z I(z’,s)6(x')6(y’), while

- - - . v
r’ = z'z, rer’ = z'cosy, where ¥ is shown in Fig. 42.

The backscattered field is given when ¥ = n - §:

- Zsr
A T s%sing : N 2 (s - s )'l
'E’.ts)('r',s) -4 = £ s [l — .
L2 1n[1§] 1] 2 =1 VL S o
« ) §% cosé 2
1 - (-1)" e

scosf}? an)2
=2 - )

As we can clearly see that the scattered field depends on the class-1

or class-2 coefficients and they both depend on the aspect of incident

wavefront.
Since the back scattered field was calculated for an impulsive

incident field, the system transfer function in the Laplace transform domain

can be easily evaluated:

- 2sr 2
== N 2 a -sT
1 S 1 - (-1) e
H(6,s) = K.e ¢ = .
1 a=1 azs (s - sa) 1+ [ 1_]2 52
a an

68




with Ky = - roLsinzﬁ/rzwz

transit-time delay parameter depending on the aspect of incidence.

[21n(%) - 1], and T = Lcosd/c 1is the one way

To get the expressions in the time domain simply do the inverse Laplace
transform, and the scattered field for any incident wavefront can be

obtained by the convelution.

The transfer function can be manipulated into the form below:

- _25_r N
c
H(8,5) = Kle P Ha(ﬂ,s),
a=1
4
a 2 a -sT
c s 1 - (-1) e . ar
and Ha(ﬂ,s) -3 (s-5 ) [ 2 2] , with a, = "1
a s a s +a
a c
The impulse response h(4,t) is simply obtained as:
-1
h(f,t) = L "{H(4,s))
N 2r
- Kl Z h (8,7), where r = t - =,
a c
a=1
After significant effort ha(e,r) is found to be:
sar o sa(r-T) sa(r-2T)
ha(ﬂ,r) - Aa(sa) u(r)e - 2(-1)"u(r - T)e + u(r - 2T)e

- [B(s )f1(r) - C (s )E,(7)]sin(ar)
- [Da(sa)fl(f) - Ea(sa)fz(r)]cos(ar),

with:

fl(r) = u(r) - 2u(r - T) + u(r - 2T)
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fz(f) = ru(r) - 2(r - T)2u(r - T + (r - 2D)u(r - 2T)

u(r) is a unit step function.

4 3,2 2
acsa ac(sa - ac)
A (s )= , B (s ) = )
a a a2(52 + a2)2 aa 2(12(52 + a2 2
a a c
5
C (s.) = - D, (s,) = =
@ «a 2a”s (52 + a2) e a a (s” + a2)2
aa c
4

c

a
E (s ) =
e «a 202(52

2
+ ac)
Considering only the late-time, the contribution by fl(c) and fz(t)

vanishes. The impulse response in the late-time then becomes:

s,T « -SQT 2
ha(ﬂ,r) - Aa(sa)e 1 - (-1)"e . when r > 2T.

If a rectangular pulse of width Tp with unit amplitude is chosen as the

incident field EOP(t), then the backscattered field E; is obtained by the

convolution as:

9=s N N Saf o 'SaT 2 -saT
tE(r,8) = 8 Q I Qs )e 1 - (-1)% 1-e Pl
a=1

where
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4

r Lsin20 a
(o) c

, Q, -

T2 L 2,2 2,2
m [21n(a) - 1} a (Sa + ac)

The complex natural frequencies are always in complex conjugate pairs,

A

so to get the total backscattered field, contribution due to s = s; is added
*
with the contribution of s = Sq The contribution by s = S, is simply
* . . .
evaluated by substituting s, wherever s, exists. An important observation
- r) - * . s 3 k3 -
is that the coefficient Q2(sa) is a ratio of polynomials in s with real

* *
coefficients. Therefore Q2(Sa) - QZ(Sa)’ so the backscattered field can be

simplified to:

A N
22s a
T Eb(r,o) - Ql afl {ga(r) - ga(r - Tp) - 2(-D ga(r -

a
+ 2(-1) ga(r - T - Tp) + ga(r - 2T) - ga(r - 2T - Tp)}. (L)

or
and ga(r) -2 ¢ [Real(Qz(sa))coswar - Im(Qz(sa))sinwar), with Sy = 94 +

jwa.

The quantity Eg given in eq. (1) is the backscattered electric field at

the receiving antenna maintained by a thin wire target which is excited by a

rectangular electric field pulse having a duration of T_.

In summary, when illuminated by an incident electric field pulse of:

. A
=i - o r+u
E*(r,t) = v " EOP[r T e ],
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the backscattered electric field maintained by a wire target at the

receiving antenra can be expressed as:

~ E

Ez(f,o) -8 -% £(r,8) where r = t - 2R/c,
r
and
N a
B0 = Q) B gy (1) - gy(r - T - 2%, - D)
a-
+ 2(-1)aga(, ST - T) + g (r - 2T) - g, (r - 2T - Tp)}. (2)

The power density of the radiated pulse at the aperture of the
transmitting antenna is Pt - Eg/Zco where o is the impedance of free space.
The power density of the backscattered wave by the target at the location of
the receiving antenna is PS - |§§|2/2§o. We can define the normalized power

density of the backscattered wave as:

25,2
E; - IEbI - fzgr,ez (3)
P 2 4
t Eo r

Some numerical results have been calculated for a wire target with a
length of 10 m and a radius of 5 cm being illuminated by a 1 nanosecond
rectangular pulse. Figure 43 shows the normalized late-time pulse response
of the target, f(r,d), when the pulse is normally incident upon the target,
§ = 90°. This pulse response was constructed with 600 points in time and
using 10 natural frequencies of the target. We have shown only the late-
time pulse response because in the E/S pulse discrimination technique we
have no use for the early-time pulse response which is usually difficult to

calculate numerically. Figures 44 and 45 show the late-time pulse responses

72




0.30

0.20
QO
L
D]
-~
—(5_ 0.10
<
O 0.00 /\
>
2
O
O
¥ -0.10 u
—0.20 |‘rflr—lfllll]leTlllflT| | R R lTlT]I'
0.0 5.0 10.0 15.0

Time (Normalized to L/c¢)

Figure 43. Normalized pulse response of a wire target (10 m in length and
5 cm in radius) illuminated by an incident pulse (1 ns duration)
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of the same target when the radiated pulse is incident upon the target at an
aspect angle of 60° and 30°, respectively.

Figure 46 shows the normalized power density of the backscattered wave

at the receiving antenna rultiplied by ra, or the quantity of fz(r,ﬁ), Zor
the case of normal incidence, 6 = 90°. Figures 47 and 48 show the
corresponding results for the cases of § = 60° and 30°, respectively.
Physical meaning of the normalized power demsity is given as follows. For

example, in Fig. 46 at the normalized time of r/(L/C) = 1, the normalized
power density, fz(r,n/Z), is 0.02. This means that if the power density of
the incident pulse is 1 watt/m2 and the wire target is located at 1 m away
from the transmitting and receiving antennas, the power density of the

backscattered wave at the receiving antenna is 0.02 watt/mz.

We can now estimate the required radiated power of the transmitting
antenna to produce a backscattered wave from a wire target with sufficient
amplitude to be received by the receiving antenna.

Assuming that the effective radiating area of transmitting antenna is

AL and the effective receiving area of receiving antenna is Ar'

The total radiated power of the interrogating pulse is:

W_=PA

and the total power of the backscattcred wave received by the receiving

antenna is:

If we require the received power to be 10 dB higher than the noise power:

(wx)req - 10 wnoise'

Thus, the required power density of the backscattered wave is:
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Normalized power density of the backscattered wave multiplied by
ra, or fz(r,e), of a wire target (10 m in length and 5 cm in
radius) illuminated by an incident pulse (1 ns duration) at an

aspect angle of 8 = 90°,
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Figure 48. Normalized power density of the backscattered wave multiplied by
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As a result, the required power densicy of the interrogating pulse can be
found from eq. (2) to be:

4 ,.2
(B roq = (Bedraqt /E (710D,

2 . . . .
.ere f (11,0) is the normalized power density evaluated at an appropriate
time Y in the lare-time period.

The total required power needs to be radiated by the transmitting

antenna is:

(wt)req -

= (W) - T (4)
r'req f2(71'0) Ar

As a numerical example, let’s consider the same wire target (10 m in
length and 5 cm in radius) located at a distance of 10 Km from the anteunas.

Assuming that the noise level is roughly 5 uV or the noise power is 5 x

10'13 watts using a 50 ohm transmiscion line. To have the received power of

the backscattered wave be 10 dB above the noise power:

1 1

(W)  =10(5 x 1013 = 5 x 10712 vares.

r’'req

From Figs. 46 to 48, let’'s choose fz(rl,ﬁ) to be 0.02, an average value

of fz(r,ﬁ) in the late-time period. If the same antenna or the same tvpe of

-

antenn2s a-e used for transmitting anmd rzieiving purposes, we can assume

that Pt - Ar'

80




For this example, the total required power to be radiated by the

transmitting antenna is:

4o
(W) roq = € 10712, %0—0%— - 2.5 x 10° watts.

Since the interrogating pulse is 1 nanosecond (Tp), the energy cf the

pulse is:

-3
E = (wt)requ = 2.5 %x 10 Joule.

The radiated power for sending a single 1 ns pulse is in the order of
Megawatt. This value appears to be very high. However, the energy
contained in the interrogating pulse is quite small. If it is necessary to
reduce the power density of the radiating pulse or the electric field
intensity of the radiating pulse, a train of pulses should be radiated and
the multi-pulse colierent processing scheme, as discussed in Section 8§,
applied in receiving the backscattered wave from the target. Another easy

solution is to use antennas with large effective areas.
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This paper studies the application of the E-pulse technique to wire
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of the E-pulse technique.
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"Extraction of the natural frequencies of a radar target from a measured
response using E-pulse technique."

This paper introduces a new scheme of extracting natural frequencies of
a target from a measured pulse response of the target based on the E-
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"A hybrid E-puls:/least squares technique for natural resonance
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"The natural oscillation of an infinitely long cylinder coated with lossy
material."

The purpose of this paper is to study the effect on the natural
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"Determination of the natural modes for a rectangular plate."

A new theoretical method for determining the natural modes of a
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"The singularity expansion method and its application to target
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This paper reviews the sinqularity expansion method and shows its
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"Noise characteristics of the E-pulse technique for target
discrimination."

This paper provides theoretical analysis of the noise-sensitivity of the
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Appendix 11:

"Approximate natural response of an arbitrarily shaped thin wire
scatter."

This paper introduces an approximate but computationally simple

technique for calculating the transient response of an arbitrarily
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Radar Target Discrimination by Convolution of
Radar Return with Extinction-Pulses and
Single-Mode Extraction Signals

KUN-MU CHEN, reLLow, 1Eeg, DENNIS P. NYQUIST, Memser, ek, EDWARD J. ROTHWELL, MEMBER, IEEE,
LANCE L. WEBB, MEMBER, (EEE, AND BYRON DRACHMAN

Abstract—A new method of radar target discrimination and identifica-
tion is presented. This new method is based on the natural frequencies of
the target. It consisis of synthesizing aspect-independent discriminant
signals, called extinction-pulses (E-pulses) and single-mode extraction
signals which, when convolved numerically with the late-time transient
response of an expected target, lead to zero or single-mode responses.
When the synthesized, discriminant signals for an expected target are
convolved with the radar return from a different target, the resulting
signal will be significe ntly different from the expected zero or single-mode
responses, thus, the differing targets can be discriminated. Theoretical
synthesis of discriminant signals from known target natural frequencies
and experimental synthesis of them for a complex target from its
measured puise response are presenied. The scheme has been tested with
measured responses of various targets in the laboratory.

I. InTRODUCTION

NEW RADAR discrimination scheme has been

investigated by our group over the past few years, and
this paper describes the basic principle of the scheme and
reports some recent results. The present scheme is based on
the finding [1}-[5] that for a specific target there exist aspect-
independent discriminant signais, called the extinction-pulses
(E-pulses') and single-mode extraction signals, which can be
used to excite the target to produce desirable late-time radar
returns. When these aspect-independent discriminant signais
with particular waveforms are used to excite the target, the: *
will produce zero response or single-mode responses in the
late-time period. On the other hand, if the late-time response
of the target radar return. which is excited by a convenient
radar pulsc and is the sum of target's natural modes, is
convolved with the discriminant signals. the convolved output
will yield zero response or single-mode responses. The former
scheme is & transmitting scheme and the latter a receiving
scheme. Since at s difficult to physically synthesize and
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radiate the discriminant signals with particular waveforms
without suffering distortion, the latter receiving scheme is
preferred. The synthesized signals with particular waveforms
are now stored in the computer; they are convolved with the
received radar return inside the computer. Thus, we can
sidestep the difficulty of synthesizing and radiating the
discriminant signals.

The synthesized discriminant signals can be used to discrim-
inate targets because when the radar return of a wrong target is
convolved with the synthesized discriminant signals of the
expected target, the convolved outputs will be significantly
different from the expected zero response or single-mode
responses. Thus the wrong target can be discriminated.

The complex natural resonant frequencies of a radar target
are aspect independent features of its transient electromagnetic
response. A number of researchers have recently attempted to
discriminate among various targets by extracting those natural
frequencies from late-time transient radar returns. Since
extraction of natural frequencies fiom late-time target re-
sponses is an inherently ill-conditioned numerical procedure,
very large signal-to-noise (S/N) ratios are required in the
transient return. It has therefore been concluded that this
method for the direct discrimination of differing targets is
impractical. Our discrimination scheme differs sigmficantly.
Synthesis of the discriminant signals requires only knowledge
of the natural frequencies of various expected targets. The
latter natural frequencies are measured in the laboratory where
they are extracted from the late-time pulse responses of target
scale models. The numerically ill-conditioned natural fre-
quency extraction procedure need therefore be applied only to
target responses measured in a controlled (S/N) environment.
Synthesized discriminant signals based upon those laboratory
measurements are stored as computer data files, and subse-
quently convolved numerically with actual transient target
radar returns. Since the latter convolution oOperation is
numerically well conditioned (a smoothing integral operator),
the (S/N) requirements for the actual radar return are
significantly relaxed.

Another observation made in the course of our study 1s
worth noting. It is common thinking among many researchers
that radar detection utilizing the late-time transient radar
return may not be practical because it contains little energy;
most energy is associated with the early-time part of that
return. This thinking may be true for very low-Q targets.
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Fortunately, for most space vehicles, such as rockets and
aircrafts, these targets are not exactly low-Q structures. There
is sufficient energy contained in the late-time returns of such
targets, as can be evidenced from our measured responses of
complex targets as discussed in this paper.

In Sections II and III, we will demonstrate how to synthesize
theoretically and experimentally E-0, E- 1, —, E—n pulse
or the zero mode, the first mode, —, the nth-mode extraction
signal. E~0 pulse (extinguishing all the modes) or the zero-
mode extraction signal can be used to produce a zero-response
in the convolved output while E ~n pulse (extinguishing all
but the nth-mode) or the nth-mode extraction signal wiil
produce a nth-mode response in the convolved output.

In Section IV, examples are given to show the convolution
of the synthesized discriminant signals with the measured
radar returns of various targets. The effectiveness of target
discrimination by the present method is also discussed.

Finally, a potential radar detection system based on the
present scheme is suggested in Section V.

1. SyNTHESIS OF DISCRIMINANT SIGNALS BaseD oN KNOWN
NATURAL FREQUENCIES

The zero-mode and -other single-mode extraction signals or
E-0 pulse and E—n pulses of a given target can be
synthesized theoretically based on the prior knowledge of
natural frequencies of the target.

The late-time radar return of a target is the sum of natural
modes. assuming the absence of noise, and it can be expressed
as

N
h(1)="Y] a.(8, ®)e’n’ cos (wal+Snlf, ¢))

a=|

)]

where g, i1s the damping coefficient and w, is the angular
frequency of the nth natural mode. and a,(6. ¢) and ¢,(6, ¢)
are the aniplitude and the phase angle of the nth natural mode.
It 1s noted that o, and w, are independent of the aspect-angle (8
and ¢). but a,(6. @) and ¢,(f, ¢) are usually strong functions of
the aspect angle. NV is the total number of natural modes which
have significant amplitudes to be considered. In practice, N
can be estimated based on the frequency spectrum of the
interrogating radar pulse.

We aim to synthesize an extraction signal of duration T,
which can be convolved witn the radar return A(f) to produce a
single-mode or zero-mode output in the late-time period (1 >
T,):

.r'
EX =\ "Ecw)h -ty dr’,  for t>T,  (2)
v 0
where EO(¢) is the convolved output signal. E*(r) is the
extraction signal to be synthesized. The substitution of (1) in

(2) leads to

E%¢) = E a,(8, ®)en'[A, cos (wat+ o0, O))

LR

+ B, sin (wat+ 0,08, o)), for >7, (3)
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where

rf
A,=So E€ (1')e-"n!" cos wyt’ dt’ @)

7

B=] “EC (e sin wpt’ ar'. )
The coefficients A, and B, which determine the amplitudes of
the natural modes of the convolved output are independent of
the aspect angle (6 and ¢). This makes it possible to synthesize
the aspe.t-independent E€(r) for producing single-mode or
zero-mode E°(2). It is noted that A, and B, are numerically
stable because they are finite integrals over a short period of
time 7, even though there is a time growing factor of e ~°»' in
them.

Now for example, if we synthesize E¢(¢) in such a way that
A; = 1 and all other A, and B, go to zero, then the output
signal will be a cosine first natural mode as

E%t)=a (6, ¢)e’t’ cos (w f+ &8, ¢)), for (> 7T,.
If we choose E¢(f) in such a way that By = | and all other A4,
and B, go to zero, then the output signal will be a sine third
natural mode such as

E%r)=ay(f, o)e’s’ sin (wyt+ d5(8, o)), for t>7T,.

If we synthesize E¢(¢) in such a way that all 4, and B, vanish,
then the zero-mode output is obtained:
E%t)=0, for t>T.,.
This E€(¢) is the E — 0 pulse or the zero-mode extraction signal
because it extinguishes the late-time response compietely.
The next task is to synthesize E(¢). Construct E¢(f) with a
set of basis function f.,(f) as

E(D= S dnful®)

m=l

(6)

where {fm(f)} can be pulse functions, impulse functions or
Fourier cosine functions, etc. and {d,,} are the unknown
coefficients to be determined. We need 2N of f,,(f) because
there are 2N of A, and B, to be specified,

IN
A,=) M dn

=i

(7

N
B,,:E M:Md,,, (8)
nel
where
rf
Mfm,=g Sm(1)e 21" cos wyt’ dt’ 9)
0
rf
Mf..-,:E Sm(t'Ye 2" sin w,t' dt’. (10)
Yo
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Equations (7) and (8) can be expressed in a matrix form as

An M:m
[2]- [¥ Juen

The coefficient d,, for constructing E¢(¢) can then be obtained

from
Mo |- [ A
a3 ][ 5]

To synthesize E¢(¢) for the jth-mode extraction, we can assign
A; = lor B; = 1 and let all other 4, and B, go to zero, and
then calculate [d.] from (12) accordingly. Using this ap-
proach, we select an appropriate value for the signal duration
T. which is short and also leads to a well behaved waveform
for E¢(¢).

To synthesize the E—0 pulse or the extraction signal for
zero response, all A, and B, are set to be zero. For this case
[d.] will have nontrivial solutions only when the determinant
of [¥7m] vanishes. That is

nm

det [gﬁ”"] =0.
nm

n=1,2, -+, N

m=1, 2, ---, 2N. an

(12)

(13)

This condition can be met because all the elements of M and
M:_ are functions of the signal duration 7, and it is possible
to numerically search for the optimum value of T, which
makes (13) valid. Usually we use the Newton method for this
purpose. Once the optimum 7T, is determined, {d.] can be
easily determined from a set of homogeneous equations
generated from (11) by setting 4, and B, to be zero.

Single-mode extraction signals or E — n pulses can also be
synthesized in a similar way as that for the E ~ 0 pulse. For
example, if we aim to synthesize the cosine first mode
extraction signal, we drop the first equation involving A4, in
(11). We then have a new set of (2N—1) simultaneous
equations as

A,
2 ¢ ’ n=2,3, -, N, for M¢,
’;’“ = [Z:M] (dn] n=1,2, -+, N, for M*_
.l nm m=1, 2, ---, 2N-1
By

(14)

where [:',E""l’ is a QN-1) x (QN-1) matrix and it is

the original [:Evrvv] matrix with its first row and ics last col-
nm

umn removed. We now force A;, -~ -, Ay, By, -+ -, Bytobe
zero. This requires that
M, ] g
det "1 =0. (15)
[

Equation (15) can be solved numerically to determine the
optimum 7, for the cosine first mode extraction signal. After
that [d.) can be determined from a corresponding set of
homogeneous equations from (14).
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It has been found that the signal duration T, for various
discriminant signals is not unique but there exists an optimum
value of T, for which the waveform of the discriminant signal
is best behaved and it possesses a maximal sensitivity in
discriminating the target [6]. This optimum value of T, is
numerically found to be slightly longer than twice the transit
time of the target or 2 L/C where L is the longest dimension
of the target and C is the speed of light.

III. SYNTHESIS OF DISCRIMINANT SIGNALS BASED ON
ExXPERIMENTAL PULSE RESPONSE

In the preceding section, discriminant signals for zero
response or single-mode responses were synthesized based on
the prior knowledge of target's natural frequencies. In ihe case
of complex targets, this information is difficult to obtain, and
the synthesis of the discriminant signals will be based on an
experimental measurement of the pulse response or the late-
time response of the scale model of the target combined with
some theoretical techniques described below.

A. Application of Continuation Method to a Measured
Pulse Response

The first method we have employed to synthesize the
discriminant signals for a target is to apply a recently
developed, continuation method [7] to extract major natural
frequencies of the target from its measured pulse response.
This method is to 1egularize the ili-conditioned problem. After
the natural frequencies are determined, the theoretical tech-
nique of the preceding section is used to synthesize the
discriminant signals. The following steps are used in the
process.

1) Measure the pulse response of the scale model of the
target at various aspect ang

2) Use the fast Fourier tran** - to obtain approximate
values of natural frequencies from the measured pulse
response.

3) Employ the continuation method and the natural frequen-
cies obtained from FFT as the initial guesses to calculate
accurate values of natural frequencies of the target. At
each step of the algorithm, the condition number of the
regularized problem is checked.

4) The theoretical technique of the preceding section is then
applied to synthesize the discriminant signals for the
target.

B. Application of Fast Prony’s Method to a Measured
Pulse Response

The second method we have used to synthesize the
discriminant signals for a target is mainly based on the fast
Prony’s method (3], {8] and a measured puise response. This
method in discrete-time basis consists of the following steps.

1) The fast Prony’s method is applied to the sampled data of
the measured pulse response of the target. The coeffi-
cients of Prony polynomial are obtained. The time-
ordered sequence of these coefficients can be shown to
become the E —0 pulse [E - 0] of the target [8], which
climinates the natural modes of the target and other
noise.
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2) Find roots of the Z-transform of the sequence which
represents [E—0]. From those roots in the proper
locations of the complex plane, the complex natural
frequencies [S,] of the target can be calculated.

3) At this step, E —0 pulse [E - 0] which extinguishes N
natural modes of the target can be constructed by
convolving N couplets (1, —z,)form = 1,2, --- | N
where z, = exp (SnAT) and AT is the sampling
interval:

[E_0]=(l’ —zl)‘(lo 'zl)" Ty ‘(l» '"ZN)-

4) The jth-mode extraction signal [Ej. ] can be obtained by
removing the couplet (1, —z;) from [E—-0] as

[Efl=(l' _zl)‘» Ty ‘(lv -Zi)‘(ly -zk)‘,

Tty .(!o _ZN)

IV. CONVOLUTION OF SYNTHESIZED DISCRIMINANT SIGNALS WITH
EXPERIMENTAL RADAR RETURNS

To demonstrate the applicability of the present target
discrimination method in practice, we have convolved the
measured radar returns of various targets with the correspond-
ing synthesized signals for extracting zero-response and
single-mode responses. We have tested many targets and
produced many interesting results but only a few examples
will be given here for brevity.

Experimental pulse responses of various radar targets used
in the present study were either measured recently in the time-
domain scattering range at Michigan State University (MSU)
or have been published previously [3]. The MSU scattering
range uses a biconical transmitting antenna (2.5 m long, 16°
cone angle) and as a receiving probe it uses a short monopole
field probe on the ground plane (6 m x 5 m), a current probe
or a charge probe on the target surface. The transmitting
antenna is cxcited either by a mercury-switched nanosecond
pulser (Tektronix-109), which produces puises of about 100
pS risetime and variable duration 1 ns < ¢, < | us with
amplitude as great as 500 V at a 1 kHz rate, or by another
picosecond pulser (Picosecond Lab-1300B) which produces a
narrower but a lower amplitude puise. The signal from the
receiving probe is measured by a sampling scope and the
signal processing, including averaging and clutter subtraction,
is performed by a computer controlled system.

Fig. 1 shows the measured impulse response of a thin
cylinder target, having length / = 12.5 in = 31.75 cm and
length-to-radius ratio //a = 400, illuminated obliquely by a
nanose~ond plane-wave pulse at § = 60° aspect and the
synthesized E =0 pulse. This E -0 pulse was synthesized in
terms of puise functions with the first three natyral modes,
indicated in the figure, extracted by the continuation method as
described in Section III-A. The bandlimited frequency spec-
trum of the 1 —nS incident pulse precluded the identification
of higher natural frequencies. Fig. 2 shows the convolved
result of the E — O pulse of Fig 1 with the pulse response of the
correct cylinder along with the similar convolved results with
the puise responses of cylinders 5 and 25 percent longer. The
correct cylinder yields a low-amplitude late-time response
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Fig. . Synthesis of thincylinder E — 0 pulse from expenimentally measured
pulse response; dominant natural frequencies &xtracted by the continuation
method.

which approximates the expected zero response; failure to
achieve a perfect zero response is the result of imperfect
experimental data having content other than the assumed sum
of pure natural modes (the latter may be artifacts introduced by
the measutement system). Longer targets lead to responses
which can be discriminated from an expected zero response.
Discrimination of the 5 percent longer cylinder is marginal
while that of the 25 percent longer target is clear.

The next example was given to show the convolution of
single-mode extraction signals with the measured radar return
of a target. Fig. 3 shows the results of the convolution of the
measured pulse response of a wire target with 18.6 in length
and 0.0465 in radius with the synthesized signal for the third
mode extraction. Fig. 3(a) shows the synthesized signal for
extracting the cosine third mode, constructed in terms of
impulse basis functions using the fast Prony's method de-
scribed in Section III-B, and the convolved output. It is
observed that a cosine third mode is produced in the late-time
period of the convolved output. Fig. 3(b) shows the synthe-
sized signal for extracting the sine third mode (in terms of
impulse basis functions) and convolved output. A sine third
mode is produced in the late-time period. To demonstrate that
these late-time responses are indeed that of the third mode, a
complex convolved output is constructed as

C(ny = A(t) - jB()
where A(f) is the convolved output of Fig. 3(a) and B(¢) is the
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Convolution of the impuise response of a wrong target, a 16.74 in wire, with the synthesized signal for extracting the third

mode of the right target. a 18.6 in wire.

convolved output of Fig. 3(b). If the late-time response of A(¢)
is a pure cosine third mode, it can be expressed as

[A{ e =ar€%3' cos (w3t + ¢3).

Similarly, if the late-time response of B(¢) is a pure sine third
mode, it can be expressed as

[B(1))iae = @3 sin (w3l + ¢3).

Thus, the late-time response of the complex convolved output
should be

[C()]1ae = aye3ie =1 (@3i+ 23,
The logarithm of the late-time response of C(¢) yields

In [C(D)]e=1n ay+ 0yt = j(wy! + Dy)
and
real part of In [C(f))je=03!+1n ay
imaginary part of In [C(f)] = — w3yl —¢;.

Fig. 3(c) shows the real part of In [C(f)] in comparison with

the line of (o;¢). It is observed that the late-time response of Re
{In [C ()]} is nearly in parallel with the line of (g,f) for the
late-time period of ¢/(L/C) > 3 where t/(L/C) is the
normalized time with L as the wire length and C as the speed
of light. Fig. 3(d) shows the imaginary part of In [C(¢)] in
comparison with the line of (—w;#). It is again observed that
the late-time response of Im {In [C(#)]} is in parallel with the
line of (— ws¢) far the late-time period of ¢t/(L/C) > 3. Figs.
3(c) and 3(d) give a positive indication that the late-time
response of the convolved outputs of Figs. 3(a) and 3(b)
contain only (or predominantly) the third mode of the target.

An example is also given to show the capability of target
discrimination provided by the present method. Fig. 4 shows
the results of the convolution of the radar return of a wrong
target, a 16.74 in wire, with the synthesized signal for
extracting the third mode of the right target, a 18.6 in wire. In
Figs. 4(a) and 4(b), the convolved outputs are significantly
different from the expected third mode of the right target.
Furthermore, the late time response of Re {In [C(f)] } deviates
greatly from the line of (04f) and the late-time response of Im
{In {C(1)]} also differs significantly from the line of (- w!)
as shown in Figs. 4(c) and 4(d). The results given in Fig. 4
give a positive discrimination of the wrong target, implying

——
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that the radar return does not belong to the right target of 18.6
in wire.

We have also applied the present method to discriminate
between compicx radar targets. Two targets, experimental
models of the F-18 plane and the 707 plane which have similar
sizes but different geometrics, were used for this purpose. In
the experiment, the half of each model was placed on the
ground plane (image effect), and was illuminated by a pulsed
electric field polarized perpendicularly to the ground plane.
Results on these two targets are depicted in the following
figures.

Fig. 5(a) shows the convolution of the E ~ 0 pulse for the F-
18 plane with the measured radar response of the F-18 plane.
The convolved outputs shows a strong early-time response
followed by a *‘extinguished’’ (almost zero) late-time response
as expected. Fig. 5(b) shows the convolved output of the E—-0
puise for the 707 plane with the measured radar response of
the F-18 plane. This convolved output shows a significant,
*‘unextinguished’’ late-time response implying that the 707
E - 0 pulse was convolved with the radar response of a wrong
target other than the 707 plane.

Fig. 6 shows the convolved results of the measured radar
response of the 707 plane with the fourth-mode extraction
signal for the 707 plane. In this figure, the extracted angular
frequency line is almost parallel to the w,! line (of the 707) and
the extracted damping coefficient line closely parallel to the
st line (of the 707) in the late-time period. This implies that
the radar response belongs to the right target of the 707 plane.

Fig. 7 shows the convolved results of the measured radar
response of the F-18 plane with the fourth-mode extraction
signal for the 707 plane. The extracted angular frequency line
deviates from the (w,f) line of the 707 plane and the extracted
damping coefficient line also differs from the (o4¢) line of the
707 plane. These results imply that the radar response belongs
to a wrong target other than the 707 plane.

It is noted that the synthesized E — O pulses and single-mode
extraction signals for these targets are available elsewhere [9].

V. A PotentiAL RADAR DETECTION SYSTEM BASED ON THE
PreseNT CoNVOLUTION METHOD

Fig. 8 depicts a potential radar detection system based on
the present scheme of convolving the target radar return with
the synthesized discriminant signals. The system consists of a
network of computers and each of them is assigned to store the
synthesized signals for extracting various singie-mode or zero-
mode response for a particular friendly target. All the relevant
friendly targets are assumed to be covered in the network of
computers. When an approaching target is illuminated by an
interrogating radar signal, the radar return is divided and fed
to each computer after amplification and signal processing.
Inside each computer the stored discriminant signals are
convolved with the radar return. In principle, only cone of the
computers will produce various single-mode and zero-mode
outputs in the late-time period; the rest of the computers
should produce irregular outputs. The computer producing the
single-mode and zero-mode outputs will then be identified
with the target. If none of the computers produces single-mode
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Fig. 5. (a) Convolution of the F-18 E—0 puise with the F-18 rieasured
response showing ‘‘extinguished"' late-time response. (b) Convolution of
the 707 E — 0 pulse with the F-18 response showing a significant late-time
response.

and zero outputs in the late-time period, the approaching
targets will not be friendly.

VI. DiscussioNn

The present radar discrimination scheme is not a conven-
tional correlation method because the measured radar return is
convolved with synthesized discriminant signals which possess
particular waveforms. The present scheme is basically differ-
ent from the matched filtering scheme. A fundamental
difference between the E-pulse ~~heme and the matched
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Fig. 8. A proposed target discrimination and identification system.

filtering scheme is as follows: the E-pulse scheme is to nullify
a selected natural mode set, and does not deal with maximizing
a specific modal content. For example, the E—0 pulse
eliminates all the modes in the late time. The single-mode
extraction signal eliminates all but one mode. We do not
consider maximization of responses in the presence of noise at
specific times as in the matched filtering scheme. A further
difference between these two schemes is the following: The
natural modes are not, in general, orthog onal. Maximizing the
response of a particular mode will not nullify the other modes.
Also note that the E-pulse scheme is aspect-independent,
whereas the matched filtering is not.

We have not attempted to compare the performance of the
E-pulse scheme with that of a matched filtering scheme.
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Radar Target Discrimination Using the
Extinction-Pulse Technique

EDWARD ROTHWELL, sTUDENT MEMBER, (EEE, D. P. NYQUIST, Memser, 1eee, KUN-MU CHEN, reLLOW, IEEE,
anD BYRON DRACHMAN

Abstract—An sspect independent radar target discrimination scheme
based on the uatural frequencies of the target is considered. An
extinction-pulse waveform upon excitation of a particular conducting
target results in the elimination of specified natural modai content of the
scattered field. Excitation of a dissimilar target produces a noticeably
different late-time response. Construction of appropriate extinction-pulse
waveforms is discussed, as well as the effects of random noise on their
application (o thin cylinder targets. Also presented is experimental
verification of this discrimination concept using simplified aircraft
models.

1. INTRODUCTION

ADAR TARGET identification methods using the

time-domain response of a target to a transient incident
waveform have generated considerable interest recently [1]-[4].
One of the most intriguing schemes involves the so-called
**kill-pulse’” technique as first described by Kennaugh [5]. A
Kill-pulse (K-pulse) is an excitation waveform synthesized in
such a way as to miuimize a transient scattered field response.
Target discrimination results from the unique correspondence
of a K-pulse to a particular target; excitation of a dissimilar
target yields a ‘‘larger’’ response.

This paper describes a related *‘extinction-pulse’” (E-pulse)
concept, based on the natural resonance of a conducting radar
target via the singularity expansion method (SEM) [6]. The
time domain electric field scattered by the target is divided into
an early-time, forced response period when the excitation
waveform is traversing the target, and a late-time, free
oscillation period that exists after the excitation waveform has
passed [7], [8]. The early-time response is not utilized due to
its complicated nature. The late-time response can be decom-
posed into a sum of damped sinusoids oscillating at frequen-
cies determined entirely by the geometry of the target. An E-
pulse is then viewed as a transient, finite duration waveform
which annihilates the contribution of a select number of these
natural resonances to the late-time response. A related target
identification scheme based on natural target resonances has
been examined by Chen [9].

Target discrimination using this SEM viewpoint is easily
visualized. Each target can be described by a set of natural
frequencies. An E-pulse designed to annul certain natural
resonances of one target will excite those of a target with

Manuscript received February 8, 1985; revised July 10, 1984 This work
was supported by the Naval Air Systems Command under Contract N0OOO19-
83-C-0132.

The auidiia are with e Dspartinent of Electrical Engineenng. Michigan
State University, East Lansing, MI 48824,

different natural frequencies. resulting in a different scattered
field. Also made apparent is the aspect-independent nature of
the E-pulse. Since the values of the target resonance frequen-
cies are independent of the excitation waveform, the E-pulse
will eliminate the desired natural modal content of the late-
time scattered field regardless of the orientation of the target
with respect to the transmitting and receiving antennas.

It is important to note that the £-pulse waveform need not be
transmitted to employ this concept. It is assumed that an
excitation waveform with finite usable bandwidth will be used
to excite the target, resulting in a measured scattered field with
the desired (finite) modal content. The E-pulse can then be
convolved numerically with the measured target response,
yielding results analogous to E-pulse transmission. If the
maximum modal content of the target scattered field can be
estimated from the frequency content of the excitation pulse,
then the E-pulse waveform can be constricted to yield a null
late-time convolved response.

After an initial presentation ot the SEM representation of
the backscattered field excited by a transient incident wave and
calculation of the corresponding impulse response. two types
of E-pulses, forced and natural. will be discussed. The results
ave then specialized to a thin cvlinder targer, which has an
impulse response amenable to analytic calculation. Target
discrimination using the natural thin cyclinder E-pulse, as well
as the effects of random noise arc also investigated. Lastly,
experimental verification of the E-pulse concept is presented.

I1. BACKSCATTERED FIELD ExciTrp By TRANSIENT INCIDENT
WAVE

A perfectly conducting radar target is illuminated by a plane
electromagnetic wave as shown in Fig. 1. The electric field
associated with this transient wave can be written in the
Laplace transform domain as

E'7, 5)={e(spe% 7 ()

where T is a position vector in a coordinate system local to the
target, {is a constant vector specifying the polarization of the
wave, £ is a unit vector in the direction of propagation, and
e(?) represents the time dependence of the incident field. The
current k induced on the surface of the target is given by the
solution to the transform domain E-field integral equation

2 - e—(.\‘R/C)
Vy——1t k(F, s ds’
) c? ( )] 4xR

3 [V' KT, SN
s

= ~seof * Ei(F, s) (2)

0018-926X/85/0900-0929501.00 © 1985 IEEE
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Fig. 1. Diumination of a conducting target by an incident eiectromagnetic

wave.

where { is a unit vector tangent to the surface of the target at
the point Fon S, and R = |F — 7 |. The surface current can
also be expanded using the SEM representation

Re, S)=i @, Ra(Ps—5.) "' + W, 5) 3

where W(7, s5) represents any entire function contribution to
the current, and it is assumed that only a finite number of
natural modes are substantially excited by the incident field. It
is further assumed that the only singularities of K(7, s) in the
finite complex s-plane are simple poles - natural frequencies
Sq = 0, + jwa. Then, K,(7) represents t..c current distribution
of the ath natural mode, and a, is the ‘‘class-1'" coupling
coefficient given by Baum [10].

~ The far-zone backscattered electric field can be computed
by integrating the current distribution over the surface of the
target. The { component of backscattered field can then be
written as

Ei(r, s, O)=

~{sr/c)

e()HG, £, O @)

r
where r = |F| and H(s, k, ) is the aspect dependent transfer
function of the target. Using (3) to represent the surface
current, the transfer function can be inverse transformed to
dztermine the backscatter impulse response of the target.
Because of the entire function contribution to the current,
the impulse response will exhibit two distinct regions. The
early-time, forced component represents the backscattered
field excited by currents during the time when the impulse is
traversing the target; it has a duration equal to twice the one-
way maximal transit time of the target 7. The late-time free
oscillation component is composed purely of a sum of constant
amplitude natural modes and exists for all time ¢ > 2T as

N
hit, K, D=3, ak, D’ cos (2t +0(K, ), 1>2T

Aw)

&)
where it has been assumed that the entire function makes nc
contribution to the late-time component [6]. Thus, the
component of the far-zone backscattered field is given simr
by the convolution of the time domain incident field and
impulse response, and is also composed of forced and fre
oscillating portions.

M. INCIDENT E-PuLse WAVEFORM SYNTHESIS

To synthesize an E-pulse for a particular target, the
convolutional representation of the backscattered field is
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written in integral form using the impulse response of (5) as

E(t, f)=S: e(t'Yh(t=t', k, D dr’

T. ad aalt-t ’
=S° e(t’) Y, an(k, De U cos [walt—1")

LLY}!

+oa(k, D) dt’. (6)

This response is valid for the late-time portion of the scartered
field, t > T, = T, + 27, where T, is the duration of e(f).
The excitation waveform becomes an E-pulse when the
scattered field is forced to vanish identically in the late-time.
Rewriting (6) and employing this condition yields a defining
equation for the E-pulse.

ﬁ a,(k, De""'[Ax(T.) cos (wat+ (K, D))

n=|

+B,(T,) sin (wot + Ou(k, D=0, >T, =T.+2T

Q)
where the coefficients 4,(T,) and B,(T,) are given by

AT LR 0 R .
{B,,(r,)}=so e)e " {sin w,,t'} a’. @
The linear independence of the damped sinusoids in (7)
requires A(T,) = B,(T) = 0Oforalll s n < N.

It is important to note that 4,(7,) and B,(T,) are indepen-
dent of the aspect parameters £ and {, verifying the aspect
independence of the E-pulse. This is a direct consequence of
the separability of the terms of the impulse response.

A physical interpretation of the E-pulse can be facilitated by
decomposing the excitation waveform as shown in Fig. 2 as

e(N=e/()+e°(1) 9)
where /(1) is an excitatory component, nonvanishing during 0
< t < Ty, the response to which is subsequently extinguished

by e®(¢) which follows during 7, < ¢ < T,. Substituting (9)
into (8) and using A,(T,) = B,(T,) = 0 yields

T. ot § CcOS wpt’
S ec(t'ye " 1 €O Ot gy
7 sin w,l

T, , ’
R

Sin wyt’ (10)

The excitation component of the E-pulse necessary to eradi-
cate the response due 0 a preselected excitatory component
can be constructed as an expansion over an appropriately
~hosen set of linearly independent basis functions as

N
e()=3 cmem(0). an

mwl|

Equation (10) then becomes

N
Y MiA(T)Cp=-F,

melj

1<l=N (12)
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Fig. 2. Decomposition of E-pulse into forcing and extinction components.

where

T. , 4
Mf.i.(T.)=§ gm(t’)e ! {cos it } dr’
T

sin w;té’ (132)

7, ot ‘
Fi*= jo e/(t)e " {‘m wrt } dr. (13b)

sin wt’
This can be written using matrix notation as
C F,

=-1: 1| (14)
Fap

M (T

Cow

Solving this equation for C,, -::, Cyv determines the
extinction component via (11) and thus the E-pulse.

It is convenient at this point to identify two fundamental
types of E-pulses. When T, > 0 the forcing vector on the right
side of (14) is nonzero and a solution for e*(f) exists for almost
all choices of T,. This type of E-pulse has a nonzero excitatory
component and is termed a ‘‘forced”” E-pulse. In contrast,
when T, = 0 the forcing vector vanishes and solutions for
e“(r) exist only when the determinant of the coefficient matrix
vanishes, i.e., when det {M(T,)] = 0. These solutions
correspond to discrete eigenvalues for the E-pulse duration 7,,
which are determined by rooting the determinantal characteris-
tic equation. Since there is no excitatory component, this type
of E-pulse is viewed as extinguishing its own excited field and
is called a ‘‘natural’’ E-pulse.

IV. TuiN CYLINDER E-PULSE ANALYSIS

A theoretical analysis of a thin wire target has been
undertaken by various authors [11], [12}. Target natural
frequencies are determined from the homogeneous solutions to
the integral equation (2). The geometry of the target and its
orientation with respect to the excitation field are given in Fig.
3 along with the first ten natural frequencies. The frequencies
are normalized by xc/L where L is the length of the wire and ¢
is rhe speed of light, and correspond to 2 wire of rodive given
by L/a = 200.

The thin cylinder impulse response can be calculated by
inverting (4) (12) and becomes a pure sum of natural modes in
the late time. Fig. 4 shows the impulse responses of thin
cylinders oriented at § = 30° and 8§ = 60°, generated by using
the first ten modes of the target. Note the distinct early and
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using the tirst ten natural modes.

late-time regions. An E-pulse to extinguish the first ten modes
of the target is created by solving (14) using the corresponding
frequencies.

Fig. 5 shows a natural E-pulse synthesized to kill the first
ten natural modes of the thin wire target, using a pulse
function basis set. The duration of the waveform, 7, =
2.0408L/c, corresponds to the first root of the resulting
determinantal equation. Superimposed with this is Kennaugh's
original K-pulse. The similarlity 1s striking, with the major
difference being the finite duration of the E-pulse. Also shown
in Fig. 5 is a forced pulse function E-pulse constructed to
extinguish the first ten modes of the target. The duration has
been chosen as 7, = 2.3 and the excitation component has
been chosen as a pulse function of width equal to that of the
basis functivus.

Numerical verification of the thin wire E-pulse is given in
Fig. 6. The natural E-puise waveform of Fig. 5 is convolved
with the 30° and 60° impulse responses of Fig. 4 and the
resuiting backscattered field representations are observed to be
zero in the late time. Note also the expected nonzero early-
time response. This portion is useful since it provides a
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comparative benchmark assessing the quality of the annulled
component of the response; this is important when imperfect
*‘extinction’’ is evident (due to noise, errors in the natural
frequencies, etc.).

The question of E-pulse waveform uniqueness as the
number of natural frequencies extinguished N is taken to
infinity has not been resolved. For the thin cylinder target
there appears to be such » unique waveform. Evidence is
provided by Fig. 7 which shows natural £-pulses of minimum
duration designed to extinguish various numbers of natural
modes, using both Fourier cosine and pulse function basis
sets. It is apparent that these waveforms are nearly identical
and they appear to be converging to a particular shape.

The most critical parameter necessary for E-pulse unique-
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ness is the finite £-pulse duration 7,. Thi> must converge to a
distinct value as N — oo. For the pulse function basis set it can
be showa that the natural E-pulse durations are given by
I<i<N

T.=2aN2 (15)

]

p=1,2, -,

where w, is the imaginary part of the /th natural frequency. If

this is written for the thin cylinder as

wi=xll -5 S (16)
L

where 8(/)// decreases asymptotically to zero with increasing
{, then the minimum E-pulse duration converges to

. 2xN L
(Te)mm‘_‘ lim —————— —
N~= T[N=6(N)] ¢
L
=2 —. (17
c

V. TARGET DiscrRIMINATION WITH E-PuiSE WAVFFORMS

Discrimination between different thin cylinder targets is
demonstrated by convolving the natural E-pulse of Fig. 5,
which has been constructed to extinguish the first ten modes of
a target of length L, with the impulse response of the expected
target and a warget S percent longer. The result is shown in Fig.
8. The late-time response of the expected target has been
successfully annulled, while the response of the differing
target is nonzero over the same period. The difference in
target nawral frequencies provides the basis for discrimination
based on the comparison of adequately dissimilar late-time
responses of differing targets.

Sensitivity of E-pulse performance to the presence of
uncorrelated random noise is investigated by perturbing cach
point of the thin cylinder impulse response of Fig. 4 by a
random amount not exceeding 10 percent of the maximum
waveform amplitude. The result is shown in Fig. 9. An
attempt is then made to extinguish this noisy response by
convolving it with the natural E-pulse of Fig. 5. As cxpected.
the convolution, shown in Fig. 10, does not exhibit a null late-
time response, but results in a distribution of noise about the
zero line. Also plotted in this figure is the couvolution of the
E-pulse with a noisy waveform representing a target 5 percent
longer. It is quite easy to separate the effects of noise and
target length sensitivity, suggesting that random noise will not
interfere with target discrimination.

VI. ExPERIMENTAL VERIFICATION OF THE E-Putse CONCEPT

Time domain measurements of complex conducting target
responses provide the means for a practical test of the E-pulse
concept. The present experiment involves measuring the near
scattered field response of a simplified aircraft model to
transient pulse excitation. A Tektronix 109 pulse generator is
used to provide a quasirectangular 400 V incident pulse of
nanosecond duration. Transmission of the pulse overa § x 6
m conducting ground screen is accomplished by using an
(imaged) biconical antenna of axial height 2.5 m, half-angle of
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8° and characteristic impedance of 160 Q, while reception is
implemented using a short monopole E-field probe of length
1.6 cm. Although the receiving probe is not positioned in the
far field region of the scatterer, the resulting measurements
have the desired modal content in the late-time period.
providing the small probe purely differentiates the waveform.
Lastly, discrete sampling of the time domain waveform is
accomplished by using a Tektronix sampling oscilloscope (S2
sampling heads, 75 ps risetime) coupled to a Radio Shack
model III microcomputer.
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In this experiment, an attempt is made to discriminate
between two aircraft models by employing the E-pulse
technique. Figs. 11 and 12 show the measured pulse responses
of simplified Boeing 707 and McDonnell Douglas F-18 aircraft
models, respectively. Each model is constructed of aluminum
and has a geometry as indicated in the figures. Also shown in
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the figures are the dominant natural frequencies extracted from
the late-time portion of the response using a nonlinear least
squares curve fitting technique [13). E-pulse waveforms can
then be constructed to annul these frequencies.

Pulse function based natural E-pulses constructed to annul
each of the two target responses are shown in Figs. 13 and 14.
Discrimination between the targets i< accomplished by con-
volving these waveforms with the me:: .red responses of Figs.
11 and 12. Fig. 15 shows the convoluuon of the F-18 E-pulse
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Fig. 15. Convolution of the F-18 E-pulse with the F-18 measured response

showing ‘‘extinguished’’ late-time region.

with the F-18 measured response. Compared to early time, the
late-time region has been effectively annuiled. In contrast,
Fig. 16 shows the convolution of the 707 E-pulse with the F-
18 measured response. The result is a relatively larger late-
time amplitude. Similarly, Fig. 17 displays the convolution of
the 707 E-pulse with the 707 measured response. Again, the
late-time region of the convolution exhibits small amplitude.
Lastly, Fig. 18 shows the convolution of the F-18 E-pulse and
the measured response of the 707 model. As before, the
‘‘wrong'’ target is exposed by its larger late-time convolution
response.
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VII. SuMMARY AND CONCLUSION

Radar target discrimination based on the natural frequencies
of a conducting target has been investigated. The response of
targets to a particular class of waveforms known as ‘‘E-
pulses’’ has been demonstrated to provide an effective means
for implementing a discrimination process in the presence of
random noise.

Two types of E-pulses have been identified, natural and
forced. Discrimination based on natural E-pulses and the
response of a thin cylinder target has been demonstrated
theoretically.
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Most encouraging are the experimental results which reveal
that two quite complicated, similar sized targets can be
adequately and convincingly discriminated using natural E-
pulse waveforms. Further experimentation using more accu-
rate aircraft models is currently being undertaken.
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Frequency Domain E-Pulse Synthesis and Target
Discrimination

EDWARD J. ROTHWELL, Memeer, ieee, KUN-MU CHEN, rectow, 1Eee, DENNIS P. NYQUIST., MrMBER. 1HFE, AND
WEIMIN SUN

Abstract—A [requency domain approach to the E£-pulse radar target
discrimination scheme is introduced. This approach is shown to allow
easier interpretation of E-pulse convolutions via the E-pulse specirum,
snd leads to a simplified calculation of pulse basis function amplitudes in
the E-pulse expansion. Experimental evidence obtsined using aircraft
models verifies the single-mode discrimination scheme, as well as the
aspect-independent nature of the E-pulse technique. This leads to an
integrated technique for target discriminstion combining the £-puise with
single mode extraction waveforms.

I. INTRODUCTION

HE TIME-DOMAIN scatte ' field response of a

conductinz arget has been observed to be composed of an
early-time forced period, when the excitation field is interact-
ing with the scatterer, followed immediately by a late-time
period during wnich the target oscillates freely [1], (2]. The
late-time poiuon can be decomposed into a finite sum of
damped sinusoids (excite: vy an incident field waveform of
finite usable bandwidth), oscillating at frequencies determined
purely by target geometry. The natural resonance behavior of
the late-time portion of the scattered field response can be
utihzed to provide an aspect-independent means for radar
target discnimination (3]-{7].

An extinction pulse (E-pulse) 1s defined as a fimte duration
waveform which, upon interaction with a particular target,
eliminates a preselected portion of the target’s natural mode
spectrum. By basing E-pulse synthesis on the target natural
frequencies. the E-puise waveform is made aspect-indepen-
dent.

Discrimination 1s accomplished by convolving an E-pulse
waveform with the measured late-time scattered field response
of a target. If the scattered field i1s from the anticipated target,
the convolved response will be composed of an easily
interpreted portion of the expected natural mode spectrum. [f
the target is different from that expected, a portion of its
dissimilar natural mode spectrum will be extracted, resulting
in an unexpected convolved response.

This paper will consider the construction of two types of E-
pulse waveforms. The first is designed to eliminate the entire
finite expected natural mode spectrum of the target, and the
second to extract just a single mode. Both time and frequency
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84.C-0190

The authors are with the Department of Electrical Engineering and Systems
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domain analyses will be used to develop a set of defining E-
pulse equations. The frequency domain approach will be
shown to be of significant value not only for providing a much
more convenient way of viewing E-pulse discrimination, but
also for constructing certain E-pulse waveforms.

Lastly. experimental results using aircraft models will be
presented. demonstrating single mode discrimination and
verifying the aspect independence of the E-pulse technique.

II. TIME DOMAIN SYNTHESIS

Assume that the measured time domdin scattered field
response waveform of a conducting radar target can be written
during the late-time period as a finite sum of damped sinusoids

r()=y, a,e™’ cos (w,t + o),  1>T, (1

LN

where a, and ¢, are the aspect dependent amplitude and phase
of the n'th mode, 7, describes the beginning of late time, and
only N modes are assumed to be excited by the incident ficld
waveform. Then, the convolution of an £-pulse waveform e(1)
with the measured response waveform becomes

c(ry=e(1)*r(r)

T

=50' e(t’ Yyr(t—t")dt’

N
= E a,e°n'[ A, cos (wal +0,)+ B, sin (Wl + 0,)].
n=|

i>T, =T+ T, (2)

where

A, =Sf. e(t)e-on" COs w,!’ dr’ 3)
B, 0 sin wpt’
and 7, is the finite duration of e(!).
Two interesting waveforms are now considered. Construct-
ing e{t) to result in c(t) = 0, ¢ > T, requires
A,=8B,=0, l=sn=<N. (4)
This approach was considered in {3]. In addition, e(/) can alvo
be constructed so that ¢(¢) is composed of just a single mode.

0018-926X/87/0400-0426301.00 © 1987 IEEE
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In this case e(!) is termed a “'single mode extraction signal,’”
as discussed in [§]-{7]. If the specific value of the phase
constant of c(f) 15 umimportant, e(f) can be synthesized by
demanding

A,=8B,=0, lsn=N,

&)

to exaite the ' th natural mode. On the other hand. requiring

n+m

A,=8B,=0, l<sn<sN, n¥tm
An=0 (6)
results
c(y=c (1) =a,e"m B, sin (Wl +0,) &)
and reguirimg
A,=8,-0, l=nsN, ntm
8,.-0 (8)
yichds
cdy=c(nN=a,e'mA, cos (w,!l +0,). 9

The £-pulse resulting from (§) is termed a ““sin/cos’ single
made extraction waveform, since ¢(f) contains both sine and
costne compuonents. Sintlarly (6) results ina “*sine”” and (8) a
eosme” single mode extraction wavetorm. With the proper
normalizanon ol e(r) (giving A,, = B,). the convolved
waveforms (7) and (9) can be combined to yicld plots of the
mth imode frequencics versus ime, via

o
Wl + Gy =tan | ——
c ()

1
gt +log la, 4,1 =3 log i) + ¢l (10)
L Furguiaey Dostain SyaiHesis

The convolution of the E-pulse wavetorm with the mea-
sured response wasetorm can also be written an the torm

o) - 2 a, E(s,) e n cos (w,t+y,), t>T, (1)

where

e
E(sy=2L {e(r)}=\ e(r)e " dr

(12)
s the Laplace transtorm of the E-pulse wavetform. and
EIV
Y.=9,+tan '<-—'> 13
E/II ( )
where
E.=lm{E(s,)} E,=Re {E(s,)}. W4)

Now, c(f) = Glort > T, requires

E.’,,,=E,,,=0,' l<sn<N (15)
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or, equivalently,

E(s,)=E(s?=0, lsn<N. (16)

In addition, a sin/cos ' th mode extraction waveform can be
synthesized via

E(s,)=E(s%)=0, lsn<N, n+m S W)
while a sine m’th mode extraction waveform requires

E(sa)=E(sH)=0, IsnsN, nem

E(sm)=—E(s}) (18)

and a cosine m’th mode extraction waveform necessitates

E(s,)=E(s?)=0, l<nsN, nzm

E(sn)=E(s%). (19)

It is easily shown that the frequency domain and time
domain requirements for synthesizing an E-pulse are identical.
By expanding the exponential in (12), one can show that (17),
(18), and (19) are equivalent to (5). (6). and (8), respectively.

A significant benefit of using a frequency domain approach
comes via the increased intuition allowed by (11). When an E-
pulse waveform is convolved with the measured response of
an unexpected target, the amplitudes of the resulting natural
mode components are determined by evaluating the magmtude
of the spectrum of e(r) at the natural frequencies of the target
(a result of the Cauchy residue theorem). Thus, the E-pulse
spectrum becomes the key tool in predicting the success of E-
pulse discrimination.

IV. E-PuLse SynTHEsIs UsING FREQUENCY DOMAIN APPROACH

To implement the E-pulse requirements. it becomes neces-
sary to represent the waveform mathematically. Let e(r) be
composed of two components

e(N=e/(t)+e(1). (20)

Here e’(f) is a forcing component which excites the target.
and e(f) is an extinction component which extinguishes the
response due to e/(1). The forcing component i1s chosen
freely, while the extinction component is determuned by first
expanding in a set of basis functions

v

e(N=Y amfmll)

e

2D

and then employing the appropriate £-pulse conditions from
Section IIl. For an E-pulse designed to extinguish all of the
modes of the measured response, using (16) results in the
matrix equation

r_-FI(sI) Fi(s)) Fu(-ﬁﬂ o) r——E'(Su_)“
Fi(sy) Filsn) Fy(sv) B HEN
Fi(sn F(sh Fy(s® T -E(sh
LFI(S‘:') Fi(s¥) -+ F\I(S_:-)— La"_ L_jE,(S:_)_
(22
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where
F,,,(S) =L {fm([);

E/(s)=L {e/(1)} (23)

and M = 2N is chosen t0 make the matrix square. Similar
equations can be constructed to accomodate the requirements
given by (17), (18), or (19).

As in [3], two types of E-pulses can be easily identified.
When e/(1) # 0, the forcing vector on the right-hand side of
(22) is nonzero. and solutions for the basis function amplitudes
exist for any choice of E-pulse duration, T,, which does not
cause the matrix to be singular. In contrast, when e/(t) = 0
the matrix equation becomes homogeneous, and solutions for
e‘(1) exist only for specific durations 7T,, which are calculated
by solving for the zeros of the determinantal equation. The
former type of E-pulse is termed ‘‘forced’” and the latter
*‘natural.’” Since a natural F-pulse has no forcing component,
it is viewed as extinguishing its own excited response.

The frequency domain approach makes it possible to
visualize an improved E-pulse waveform whose spectrum has
been shaped to accentuate the response of a known target. For
example, by using damped sinusoids or Fourier cosines as
basis functions in the E-pulse expansion. it is possible to
concentrate the energy of the E-pulse near prechosen fre-
quencies, and enhance the single mode response of a particular
target [4].

V. CaLcuLATION OF PULSE Basis FUNCTION AMPLITUDES
A very useful application of the frequency domain approach
results from using subsectional basis functions in (21). Let
s (r)={g(r—[m—l]A). (m-1A<str<sml
" 0, elsewhere
(29)
where g(f) is an arbitrary (but Laplace transformable) func-
tion, and A s the pulse width. Then
T

F.(s)= \ "g(l—[m- 1Ja)e Y dt

=F|(S)es_\e~(m.\ (25)

and the matrix equation (22) can be written for the case of the
natural £-pulse us

[ SEEEEENE T 7 o]
: : E : o
1 v ::\ z:\'.v_l
2 M- =0 (26)
1oy (@ o (@phr
- Syl PR ROAE | [0 S 2N
_l F&A P (22 ]
where

,=e 3, 27

Equation (26) 1s homogeneous. and thus has solutions only
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Fig. i.  Aluminum aircraft models of Bocing 707 dett) and McDonnell
Douglas F-18 used 1n the experniment. Note that the models are not to the
same scale. but rather are ot sumilur physical yize

cosine first-snde
antraction yignal
for 10/

v
394
e '
= stne firstiwode PR \
§ extraction H '
vigngl for 107 H )
. P
te T M S
- ' .
= o [
- [ 1 3
K] I
o
P
.
-
n T T T T R
0.0 0.5 1.0 1.8 2.0 2.6
Tiae (ns)
Fig. 2. Natural recangular pulse function based first mode cxtraction

wavetarms for the Boeing 707 wircralt model

when the determinant of the matrix is zero. As the determinant
1s of the Vandermonde type [8]. the condition for a singular
matrix can be calculated casily as

pr

Wy

. p=1,2,3,-, Isk=sN (2%)

Thus, the duranon of the E-pulse depends only on the
imaginary part of onc of the natural frequencies. With A
determined. the basis function amplitudes can be calculated
using Cramer’s rulc and the theory of determinants {9] as

Q,'lz('—l)'"P(:\ bhoam 1y (29)

where P, , is the sum of the products n — / at a time, without
repetitions. of the quantities z,, T¥, 2, -+, 2%,

Note that g(r) does not appear in this analysis, and thus the
resulting pulse amplitudes are independent of the individual
pulse shapes. However, when discriminating between differ-

ent targets. g(7) manifests itself through the term F(s).

VI. ExprriMENTAL RESULTS

This section will address two imporant topics. Firu
discrimination between two similar aircraft models will be
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demonstrated using single mode extraction waveforms. Sec-
ond. the aspect independence of the E-pulse technique will be
confirmed using the same (wo models.

The measured near field responsss of simplified McDonnel
Douglas F-18 and Boeing 707 aircraft models have been
published previously [3]. The models are constructed of
aluminum, and are shown in Fig. |. The dominant natural
frequencies have been extracted from the late-time portions of
the responses using a continuation method [10]. With these,
pulse function based natural sine and cosine single mode
extraction waveforms of minimum duration can be constructed

using (18) and (19) together with (24) to extract the first and
fourth modes of the 707. The first mode waveforms are shown
in Fig. 2. Discrimination between the F-18 and the 707 can be
accomplished by convolving the £-pulse waveforms with each
of the measured aircraft responses. If the E-pulses are
convolved with the expected (707) response, the result should
be either a pure first or fourth mode damped sinusoid. If the £-
pulses are convolved with the unexpected (F-18) response, the
result will be an unrecognizable conglomeration of the modes
of the unexpected target.

Figs. 3-6 show the results of convolving the 707 E-pulses
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Convolved outputs of F-18 £-pulse and pulse responses of F-18 model measured at (a) 0° aspect angle, (b) 30° aspent angle,

(c) 45° aspect angle, (d) 60° aspect angle.

with both the 707 and F-18 responses. These frequency plots
are obtained from the actual convolved waveforms by using
(10). The dotted lines represent the slopes of the expected first
or fourth mode frequencies. It is seen that the frequency plots
for the expected target (Figs. 3 and 4) parallel the expected
frequency lines in the late-time, while those for the unexpected
target (Figs. 5 and 6) do not. Thus, the 707 and the F-18 are
easily discriminated.

It is also quite important to verify « .perimentaily the aspect
independence of the E-puise technique. To accomplish this,
measurements have been made of the near-field pulse response

of the 707 and F-18 models with the fuselage axes aligned at
various angles with respect to the transmitting/receiving
antenna configuration. Two natural rectangular pulse based E-
pulses of minimum duration, one designed to eliminate all of
the modes detected in the 707 responses and one designed to
eliminate all the modes in the F-18 responses, are then
constructed according to (28) and (29).

Convolution of the 707 and F-i8 E-pulses with each of the
measured aircraft responses yields the results shown in Figs.
7-10. It is apparent from Fig. 7 that convolving the F-18 E-
pulse with the measured F-18 response gives a waveform with
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Fig. 8. Convolved outputs of B707 E-pulse and pulse responses of B707 model measured at (a) 0° aspect angle. (b) 30° aspect angle.
(c) 90° aspect angle, (d) 180° aspect angle.

negligible amplitude in the late time, regardless of the aspect
angle. Similar results are obtained in Fig. 8 when the 707 E-
pulse is convolved with the 707 measured response. In
contrast, Figs. 9 and 10 reveal that when the 707 E-pulse is
convolved with any F-18 response, or when the F-18 E-pulse
is convolved with any 707 response, the late-time portion of
the resulting waveform has significant amplitude. Thus,
discrimination between the two aircraft models is possible
regardless of the target aspect.

The experimental results suggest the feasibility of an E-
pulse target discrimination scheme which utilizes both a
waveform designed to eliminate all the modes of a target and a
set of waveforms designed to extract various individual target
modes. This technique integrates the single mode extraction
concept and the usual £-pulse technique into a scheme which

has a greater potential for accurate target discrimination
decisions.

VII. ConcLusion

The E-pulse radar target discrimination concept has been
expanded upon, incorporating single mode extraction wave-
forms into an integrated technique. Both time and frequency
domain analyses have been included, and their equivalence
demonstrated. The frequency domain viewpoint is helpful for
interpreting E-pulse discrimination, and it has been applied to
pulse basis function amplitude calculation.

Experimental resuits obtained using aircraft models have
demonstrated the validity of radar target discrimination based
on single mode extraction waveforms. Most importantly.
experimental evidence has also shown the E-pulse technigue to
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Extraction of the Natural Frequencies of a Radar
Target from a Measured Response Using
E-Pulse Techniques

EDWARD J. ROTHWELL, MEMBER, [EEE, KUN-MU CHEN, reLLow, IEEE, AND DENNIS P. NYQUIST, MEMBER, IEEE

Abstract—A new scheme is introduced for extracting the natural
re e freq ies of a radar target from a measured response. The
method is based on the E-pulse technique and is shown to be relatively
insensitive to random noise and to estimates of modal content. Verifica-
tion of the technique is accomplished by comparing the natural frequen-
cies extracted from the measured responses of a thin cylinder and a
circular loop with those obtained from theory. The applicability of the
technique to low-Q targets is aiso demonstrated, using the measured
response of 8 scale model aircraft.

I. INTRODUCTION

ANY RECENT RADAR target discrimination schemes

have utilized the late-time natural oscillation behavior of
conducting targets [1]-{5]. These techniques are based upon
the assumption that the late-time scattered field response of the
target obeys the natural mode representation

N
Es()= E a,e°n' cos (wal + dy),

n=1

t>T, 0))

where s, = o0, + Jjw, is the aspect independent natural
frequency of the nth target mode, a, and ¢, are the aspect and
excitation dependent amplitude and phase of the nth target
mode, T, describes the beginning of the late-time period, and
the number of modes in the response NN is determined by the
finite frequency content of the waveform exciting the target.

Since the natural frequencies of the target are aspect
independent, they form an ideal set of discriminants. Employ-
ing thir set requires the knowledge of the natural frequencies
of a wide variety of targets. As a theoretical determination of
the natural frequencies of a complex target is impractical, it
becomes necessary to develop a scheme for extracting the
frequencies from a measurement of the response of the target.

A typical approach might use Prony’s method [6], [7]).
Although this technique is simple and efficient, it has been
found to be overly sensitive to random noise and to the number
of modes assumed to be present in the measured response. A
nonlinear least squares curve-fitting scheme can overcome
these drawbacks, but requires a time consuming minimization
involving 4N variables [8].
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85-C-0411 and by the Office of Naval Research Grant N00014-87-K-0024.
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In this paper an alternative scheme is proposed, utilizing E-
pulse waveforms. It will be shown that this approach also
overcomes the drawbacks of Prony’s method, but is more
efficient than nonlinear curve-fitting. The scheme was first
introduced in [12] and [15], and is based on the frequency
domain E-pulse concept first discussed in {14].

II. THE E-PULSE TECHNIQUE

An extinction-pulse (E-pulse) e(?) is defined as a waveform
of finite duration 7, which extinguishes E*(?) in the late time
{1]. That is, convolution of e(¢) and E*(¢) yields the null result

Tf
c(t) = e(t)*ES(1) = g e’ )ES(t~1t') dt’ =0,
[}
t>T +T,. 2)

Using the natural mode representation for E*(r) allows (2) to
be written as

N
c(t)= 3 |E(sa)|ame’n’ cos (wal +¥n) =0,

n=i

t>TL+T,

€)

where ¥, is a new phase factor and E (s) is the Laplace
transform of e(t)

Tl
E()=2{e0)=|"ewe- ar. )
0
If the natural frequencies of a target are known, an E-pulse for
that target can be synthesized by demanding

IsnsN 5)

and the convolution (3) will yieid zero regardless of the aspect
angle of the target for which E%(t) is measured.

Conversely, if the natural frequencies of a target are
unknown, they can be extracted from the measured £%(t) by
solving the integral equation given by (2). This equation can
either be solved directly for the complex frequencies used to
construct e(f) or for e(r) itself. If e(s) is determined, the
complex frequencies eliminated by e(f) can be found by
locating the roots to [12]

E(s))=E(s})=0,

E(s)=0. (6)

0018-926X/87/0600-0715801.00 © 1987 IEEE
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An E-pulse waveform can be represented as an expansion
over a set of basis functions {f($)}

X
e)=3, arfi(t) e)

k=1

where a, are the basis function amplitudes. Then. the
requirements (S) result in a matrix equation for the real
amplitude parameters a,. Choosing K = 2N resuits in a
homogeneous equation which has solutions only at discrete
values of T,.

The difficulty associated with locating all the roots of (6)
can be overcome by choosing subsectional basis functions in
the E-pulse expansion

_{e@-k-114), (k-Dasr=ka
)= { 0, elsewhere

®

resulting in the E-pulse shown in Fig. 1. Here g(¢) is any
Laplace-transformable function. The E-pulse spectrum is then
easily caicuiated as

E(s)=F\(s)e*2 i age-ska

k=l

9

where F\(s) is the Laplace transform of the first basis
.function. Now the roots to E (s) are easily found by solving
the polynomial equation

X
S aZk=0 (10)
k=

where

Z=e %8, (1n

This set of functions also allows a simple calculation of
duration T, when synthesizing F-pulses. It has been shown (9]
that the solutions to the homogeneous matrix equation de-
manded by (5) are

P

A="—,
Wi

I<sksN, p=1,2,3, . (12)

III. SoLuTiONS TO THE INTEGRAL EQUATION

Solutions to the integral equation (2) have been obtained
using two different methods. The first approach is to minimize

(13)

over the range of t corresponding to the late-time period of the
convolution, ¢t > T, + T,. This can be done either with
respect to the complex frequencies used to construct the E-
pulse via (5), or with respect to the basis function amplitudes
used to construct e(f) via (7). If minimization is done with
respect to the complex frequencies, then the estimated values
of the natural frequencies contained in E*(¢) are available
directly at the minimum point. If minimization is done with
respect to the basis function amplitudes, then estimates of the
natural frequencies in £°(¢) are obtained by solving (6) or (10)
using the values of a, obtained at the minimum point. The

c3(t)={[e(r) » E*(1))?
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latter minimization is computationally less intensive, since a
new FE-pulse need not be created at each step in the
minimization, but it requires a normalization scheme to
prevent the trivial solution a; = 0.

The integral equation can also be solved by using the
method of moments [10]. The E-pulse is expanded as in (7)
and moments are taken with a set of weighting functions

{wm()}

X T,
(wm(t). S 50 Se(@)ES(t—t')dt’)=0

k=l

m=1,2,---. M (14)
where the brackets () indicate the inner product

), gty | SO dt. (15)

Choosing K = M = 2N to reflect the number of modes
believed to be in E*(¢) resuits in a homogeneous matrix
equation for the basis function amplitudes, a solution to which
is possible only at discrete values of 7, which cause the
determinant of the matrix of coefficients to vanish. By
choosing subsectional basis functions (8) an estimate for the
natural frequencies in E*(f) is found by solving (10).

With either of the two approaches, the amplitudes and
phases of the natural modes comprising £9(¢) can be found as a
last step by using linear least squares.

IV. DiscussioN oF THE METHODS

The major benefit of each of the two E-puise methods is that
they overcome the sensitivi* f Prony’s method to noise and
to estimates of modal cc . Although the minimization
approach requires a compu nally time consuming multiva-
riable minimization procc because the amplitudes and
phases are not involved th: number of parameters utilized
is only 2N, compared to - »r nonlinear curve-fitting, and
only half the number of u guesses are needed for starting
the minimization. On the other hand, the moment method
approach is extremely efficient; no minimization scheme s
required, only a search for the single parameter 7,.
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The insensitivity of these two approaches to the number of
modes estimated to be present in £°(¢) leads to a particularly
useful scheme. Extraction of the frequencies in E*(¢) may
begin by assuming a small number of modes (usually one) to
be present. For the methods requiring minimization, the
frequencies extracted with a small number of modes assumed
present prove to be very good initial guesses for the case when
more modes are assumed present. For the moment method,
because of the relationship (12), the value of T, obtained
allows an excellent estimate of the T, to expect with more
modes allowed.

The reasons for the success of the E-pulse method in the
presence of random noise can be identified by investigating the
relationship between Prony’s method and the moment method
approach to the E-pulse technique. By choosing impulses for
both expansion and weighting functions in (14) and taking K
= M + 1, an inhomogeneous matrix equation results. The
matrix can be solved directly for a, and the natural frequencies
contained in E*(¢) estimated by solving (10). Such an approach
is found to be identical in all respects to Prony’s method.

Because of the discrete nature of the convolution integral,
each of the matrix entries and the right hand side vector
elements are merely a single sampled value of the measured
waveform. Thus, Prony’s method is very sensitive to noise
contamination of E%(¢) and so is an inherently ill-conditioned
algorithm (see {16]). The moment method approach can be
viewed as a generalization of the basic Prony's method, where
preprocessing of the measured data is naturally introduced.
The preprocessing step can be incorporated in two places,
individually or simultaneously, each of which works to reduce
the noise sensitivity of the technique. First, by utilizing
expansion functions which together span the E-pulse duration
T, (such as rectangular pulses), the convolution integral in
(14) performs a moving window type smoothing of the
measured data. Second, by using weighting functions which
together span the late-time region of the convolution, the inner
product integral (15) introduces additional smoothing. Al-
though the numerical examples presented below utilize im-
pulse functions for weighting, preliminary results using
rectangular pulses indicate an additional reduction in noise
sensitivity.

The result of preprocessing the measured data is matrix
elements which are each a function of a large portion of the
measured data. Consequently, solutions are less sensitive to
the perturbation of individual sampled values of £7(f), and so
the E-pulse technique is a better conditioned algorithm.
Further noise reduction capabilities can be introduced by using
basis functions that individually span 7, (such as Fourier
cosines) and/or weighting functions that individually span the
late-time of the convolution, involving even more of the
measured data in each matrix element. However, choosing
basis functions which are not subsectional complicates the
search for zeroes of the E-pulse spectrum, since (10) can no
longer be used.

One last distinction between Prony’s method and the E-
pulse techniques is the manner in which the £-pulse duration
T, is selected. Whereas in Prony's method 7, is determined
solely by the sampling interval (so that discrete convoiution
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may be performed), in the E-pulse technique T, is linked
directly to the natural frequencies contained in the measured
response.

When minimizing with respect to the natural frequencies,
the duration of the E-pulse convolved with the data is chosen
to be the smallest allowed by (12). Note that this is given by

LY

(T)mn=2N ” (16)

h

where wj is the largest value of w present among the natural
frequencies in the response. This choice results in the largest
amount of the late-time convolved response used in minimiz-
ing c(t). As the frequencies change during the minimization
process the duration will change as well, but it is always
related through (16).

When minimizing with respect to the basis function ampli-
tudes, the E-pulse duration is allowed to be a free variable.
However, at each step the basis function amplitudes represent
an E-pulse which eliminates a certain set of natural frequen-
cies, and the duration is tied to those frequencies via (12).

In employing the moment method, the E-pulse duration is
the only free parameter. When a zero of the determinantal
equation is located, it will again be tied to the natural
frequencies eliminated by the E-pulse through (12). As
before, it is prudent to search for the smallest value of T,
which satisfies the determinantal equation since this results in
the longest late-time portion of the convolution.

As a last note, the E-pulse technique as a whole should not
be considered just a generalization of Prony’s method. For
instance, the minimization with respect to natural frequencies
approach completely avoids the second step in Prony’s
method—solving a polynomial equation for the natural fre-
quencies (which itself can be an ill-conditioned problem). In
the moment method approach a different choice of basis
functions requires finding not the roots of a polynomial, but
those of a sum of different functions altogether.

V. EXAMPLES

As a simple numerical example, Fig. 2 shows the theoretical
impulse response of a thin cylinder oriented at 30° with
respect to the incident field, constructed using the first eight
natural frequencies of the cylinder [I1]. An attempt will be
made to extract these frequencies from the response using the
E-pulse techniques.

To simulate a practical situation, this waveform is sampled
at 500 points. The convolution indicated in (2) is then carried
out by interpolating linearly between sampled points, and
analytically integrating the product of the linear curve and the
mathematical representation of the basis functions from (8).
To keep the integrals simple, rectangular pulse basis functions
are used throughout.

The minimization schemes utilize standard Newton's
method and thus require initial guesses. For minimization with
respect to the complex frequencies, initial guesses for g, and
w, are required. These can often be obtained from the Fourier
spectrum of £%(f) via the fast Fourier transform (FFT). For
minimization with respect to the basis function amplitudes.
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initial guesses are required for «,. Anticipating these values is
difficult, since intuition is lacking. However, a good guess for
the amplitudes can be obtained by constructing at the first step
an E-pulse based on guesses for g, and w,.

The number of basis functions chosen in the E-pulse
expansion reflects the number of modes expected—two func-
tions for each mode. If a dc component is present in £%(¢) as an
artifact of the measurement system, it can be effectively
eliminated by utilizing an additional basis function [9].

To demonstrate the insensitivity of the E-pulse techniques
to the number of modes assumed present in E*(t), an attempt
will be made to extract four of the eight frequencies used to
construct Fig. 2. Fig. 3 shows the results of using the moment
method with impulse weighting functions, and minimization
with respect to the complex frequencies. Obviously, the first
four modes have been extracted with very good precision,
even though the number of modes present has been drastically
underestimated.

To demonstrate the insensitivity of the E-pulse techniques
to the presence of random noise, an attempt will be made to
extract the frequencies from a noisy version Fig. 2. The
amplitude of the added noise is chosen to be 10 percent of the
maximum value of the waveform. Fig. 4 shows the resuits of
using tiie same moment method and minimization approaches,
and the results are seen to be quite adequate. Note that the
values of w, obtained are usually much better than the values
of o,. As a direct comparison, [8, fig. 3(d)] shows the naturai
frequencies extracted from the noisy response using Prony’s
method. It is apparent that utilizing the E-pulse concept
provides a decrease in the noise sensitivity of the extracted
natural frequencies.

As a more practical example, Fig. 5 shows the measured
surface current response of a thin cylinder to a nanosecond
pulse excitation field (see [1] for a detailed description of the
experiment). The measurement system has sampled this
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response at a total of 240 points. Fig. 6 shows the resuits of
extracting the five dominant natural frequencies using minimi-
zation with respect to the complex frequencies. Rectangular
pulse basis functions have been used again, and sampled point
convolution performed as described above. The comparison of
the extracted frequencies to those given by theory is excellent.

As a second practical example, Fig. 7 shows the measured
late-time scattered field response of a thin wire circular loop to
a nanosecond pulse excit. Hn field. The measurement system
has sampled this wavetor.n at 1024 points. Fig. 8 shows the
result of using minimization with respect to the complex
frequencies to extract the six dominant natural freqi'~~cies.
Also shown in Fig. 8 are the theoretical values calculated
using a Fourier series type solution [13]. Again, the frequen-
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cies extracted from the measured waveform compare quite
well with the theoretical values.

Lastly, it is important to demonstrate that the E-pulse
technique will work successfully for low-Q type targets. In {1,
fig. 11) the measured nanosecond pulse scattered field
response of a Boeing 707 aircraft model is shown, sampled at
400 points. Although no theory is available for predicting the
natural frequencies of this structure, they have been extracted
from the measured response using a nonlinear least squares
technique (8]. Fig. 9 shows the six dominant natural frequen-
cies extracted using the least squares approach, and also those
extracted using minimization of the late-time convolved
response with respect to the complex frequencies (again, using
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rectangular pulse expansion functions). The agreement be-
tween the results obtained by these radically different methods
is very good, verifying the usefulness of the E-pulse technique
for low-Q structures.

VI. ConcLusioN

Two new approaches to extracting the natural frequencies of
a radar target have been presented. They are based on the E-
pulse technique, and have been shown to be relatively
insensitive to random noise and to the number of modes
assumed present in the measured response. They have also
been shown to work in practical situations, accurately repro-
ducing the expected natural frequencies of a thin cyclinder and
a circular loop from measured values of their transient
respunses. Lastly, the new methods have been used to verity
the values of the natural frequencies of :. low-Q aircraft model
obtained using a different approach.
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Appendix 5

A Hybrid E-Pulse/Least Squares Technique for
Natural Resonance E::traction

E. J. ROTHWELL anD K. M. CHEN

A new technique to extract the resonant frequencies of a radar
target is presented. The scheme is completely automated, with only
the number of natural modes expected and the beginning of late-
time as inputs. Results using experimental data demonstrate the
insensitivity of the method to random noise, and to estimates of
modal content. Further, the technique is computationally efficient,
taking only a few minutes to execute on a PC.

. INTRODUCTION

Recentinterest in using natural resonances in the discrimination
of radar targets has prompted the introduction of several new
schemes far extracting natural resonance frequencies from a mea-
sured transient response {1]-{5). None of these has proven com-
pletely adequate. A truly useful numerical technique should have
the following characteristics: 1) computational efficiency: can run
on a microcomputer or work station in a short amount of time; 2)
automatic operation: no need for user intervention during long
iterative procedures, and na initial guesses required; 3) insens:-
tivity to random noise and to estimates of the number of modes
present.

This letter introduces a technique which will address all three
requirements. The recently developed E-pulse scheme (1] was cho-
sen as a starting point since it has been shown to meet the third
provision.

. THeory

Assume that the late-time measured response of a conducting
radar target can be represented as a sum of natural modes
N

min = Z‘ 2, cos(wat + ), T o <t<T, m

where s, = g, + juw, is the natural frequency of the nth target mode,
a,and g, are the amplitude and phase of the nth mode, T, describes
the beginning of the late-time period, 7, describes the end of the
measurement window, and the number of modes in the response,
N, i1s determined by the finite frequency content of the waveform
exciting the target.

An E-pulse, e(t), is defined as a waveform of finite duration T,
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which satisfies (6} )
Te
of) = &(0°® M) = 'L et’ymit — t')dt’ = 0,
t>T + T, (2)

If this integral equation can be solved for the unknown £-puise
waveform, then the compiex natural frequencies contained in m(t)
are the solutions {s,} to E(s) = 0, where E(s) is the Laplace trans.
form of e(t) {6].

A solution to (2) can be obtained by using the method of
moments. Expanding

L4
e = _2‘ A 3)

where { f,} is an appropriate set of basis functions, substituting
into (2), and taking inner products with a set of weighting functions
{wan} gives

4 Te Te
Za S S f(t) MMt — t') wal) dt dt’ = 0,
kwy T ] Ti+Te

mm=1,213,"°- ,M 4)

In the standard E-pulse technique, the selection of M = K = 2N,
resulting in a ““natural” E-puise, makes (4) a homogeneous matrix
equation. Solutions for {a,} thus exist only for certain values of
T, which cause the matrix to be singuiar. An aiternative approach
is to choose M = 2N, K = 2N + 1, resulting in a “'forced” £-pulse.
Then (4) becomes an inhomogeneous matrix equation, with solu-
tions corresponding to any choice of 7, which does not cause the
matrix to be singular.

The natural frequencies in m(t) can be found most easily by using
subsectional basis functions of width A in (3), since £(s) = 0 then
reduces to the poiynomial equation {1)

X
.2‘ aZ"* =0 (5)

where Z = exp (-s4).

To maximize computational efficiency, rectangular basis func-
tions are used in (3) while impulse functions are used for weighting
(point matching). The integration on tin (4) is then trivial, while the
integration on t' is done using the trapezoidal rule.

Il. DisCusSION

in theory, these techniques should work for any choice of T,.
However, there are practical limitations on the range of T,. It is
bounded on the lower end by atime T, determined by the sampling
interval used to measure m(t), and on the upperend by 7, — T,
from the limits of integration in (4). If natural £-pulses are used,
then a solution for T, might not exist inside this range of limits,
Also, extraneous roots are possible, but there is no provision for
describing the “quality”’ of a solution. Similarly, \f forced £-pulses
are used, either noise, or a poor estimate of N, or approximations
used in calculating the integrals in (4), may result in one choice of
T, being “better” than another.

The most computationally efficient approach s to use forced -
pulses along with some method to determine the “best” T,. An
easily implemented scheme is to define the best T, as that which
minimizes the squared error

e = [lmit - Mol = Z [mt,) - e 6)

where (1) is the reconstructed waveform

N
o = Z‘ d,e™ cos (Gt + é.) n

and the sum is over sampled values between 7 and 7. Here {5,
= §, + ju,} are the solutions to (5), and {4., v,} Mminimize ¢ with
T,and {4,} fixed.

(V. ExPERIMENTAL RESULTS

The pulise response of a thin wire circular loop has been pub-
hsned previousiy (1, fig. 7]. To test the sensitivity of the technique
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to the number of modes assumed present, the natural frequencies
of the loop are extracted and compared in Fig. 1 to theory (7] for
N =2,4,and7.Here T, = 3and T, = 9 ns ~ave been used. Resuits
are seen to compare quite well even for N as small as 2. Fig. 2 shows
¢ plotted versus T, for N = 7. The global minimum is searched for
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automatically between 7, = 0.5 and T, - T, = 6 ns, and located
at7, = 3.4ns. Note that reasonable results are expected over a fairly
wide range of T, where ¢ is small. The reconstructed waveform (7)
is shown in Fig. 3 and is seen to faithfully reproduce the measured
data.

To test the sensitivity of the scheme to random noise, the pulse
response is contaminated by white Gaussian noise, with zero mean
and standard deviation 3, 5, and 10 percent of the waveform max-
imum (15, 13, and 10 dB S/N). The frequencies extracted from the
noisy waveform are shown in Fig. 4. Obviously, the presence of
even 10 dB of Gaussian white noise has little effect on the results.
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Fig. 4. Resonant frequencies of thin wire circular foop, extracted
with various amounts of white Gaussian noise added, and seven
modes assumed present.

Extracting seven modes from the above data took about 5 min
on an IBM PC-XT microcomputer. Execution time depends on the
number of data points used in (4) and (6) (1024 and 150 points,
respectively, for the above data) and the number of iterations
needed to locate the optimum T,.
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The natural oscillations of an infinitely long cylinder coated with lossy material
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Investigations are reported of the effects of lossy coatings on the namral frequencies of a per-
fectly conducting cylinder with TE excitation. A general characteristic equation for extraction
of the natural frequencies of a cylindrical structure is developed. It is found that the natural fre-
quencies are substantially shifted only when the coating thickness is comparable to the radius
of the cylinder. When the conductivity of the coating material is high enough, the behavior of
the natural modes of a coated cylinder is essentially the same as that of a perfectly conducting

cylinder.

INTRODUCTION

The radar cross section of & metallic target can be greatly
reduced by coating its surface with a layer of lossy material.
When we wish 0 discriminate such a target with a target
discriminatdon scheme, such as the E pulse technique [Chen et
al, 1981, 1986; Rothwell et al., 1985], which is entirely based
on the target natural frequencies, it is important to know the
effects of lossy coatings on the natural frequencies of the tar-
get.

Since 1971, the singularity expansion method (SEM)
{Baum, 1975] has been regarded as a powerful method to
study the transient electromagnetic scattering from perfect
conductors {Tesche, 1973; Marin, 1973]. Only in the last few
years, the SEM analysis has been applied to a perfectly con-
ducting thick cylinder [Chuang et al.,, 1985) and a radially
inhomogeneous lossy cylinder [Tijhuis and Van der Weiden,
1986). But considerably less attention has been devoted to the
SEM analysis of a coated, perfectly conducting cylinder. The
significance of this analysis is directly related to the available
potential effectiveness of the E pulse technique in discrimina-
tion of targets coated with lossy material.

An infinitely long conducting cylinder coated with a layer
of lossy material and an infinitely long lossy homogeneous
cylinder are considered here. The natural modes identified
numerically can be classified into “interior” and “"exerior”
types. The main difference between an exterior mode and an
interior mode involves the radial behavior of the scattered
field in the lossy region. The field distribution associated
with an interior mode behaves as a standing wave in the lossy
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region, while the field associated with an exterior mode is
attenuated into the center of the cylindex.

It is shown that the natral frequencies of exterior modes
are substantially shifted on the complex plane only when the
coating thickness is comparable with the radius of the
cylinder. When the coating material is characterized by
parameter ona > 100 (where @ is the conductivity, 1 is the
wave impedance of free space and a is the radius of the
cylinder), it has litile effect on the natural frequencies of the
exterior modes. In contrast, the natural frequencies of the
interior modes, whose existence is attributed to the imperfect
conducting properties of the cylinder or the lossy coating, are
greatly dependent on coating thickness and parameters. They
are shifted upward on the complex plane when the coating
thickness is reduced, and they are shifted leftward when the
conductivity is increased. As a rough estimation, the interior
modes are no longer dominant when the conductivity satisfies
ona > 100, or the coating thickness is less than 10% of the
radius of the cylinder.

In this paper a generic characteristic equation for extraction
of the natural frequencies of a coated cylinder is derived. The
pole distributions and the pole trajectories of a number of
dominant resonant modes are presented.

DERIVATION OF CHARACTERISTIC
EQUATION

Consider a lossy cylinder coated with a lossy layer, with the
geometry as shown in Figure 1. A cylindrical coordinate sys-
tem is chosen with z axis in the axial direction, and the space
is naturally divided into three regions.

Since we are interested most in the effect of lossy coatngs
on the natural frequencies, only natural modes associated with
one polarization of electric field are considered. Assume the
incident plane wave is cross polarized and strikes the coating
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Fig. 1. Geometry of a lossy cylinder coated with a lossy layer.

surface at instant ¢ = 0, then the waveform of incident electric
field is written as:

Ei(rt)=y U(t—(x+b)/c) F (t—(x+b)ic) )

where F (¢) is the shape function of the incident waveform and
U (1) is the step function.
In the Laplace transform domain

Ei(rs)=yF(s)e »*® @

with Yo=s/c and F(s) the single-sided Laplace transform of
F(t).

In cylindrical coordinates, for TE-polarized excitation, the
incident E field is decomposed into 7 and ¢ components:

E(rs)=rE,(r$5)+ O Eyrds). 3
The H field has only a z component
Hi(rs)=2zH,(r ¢s). @

Once the z component of the H field is known, the E field is
recovered from

E=o 2, ®)

Ev=- - 2n, ©
where

V2H, ~¥H, =0 )

*=s2ue’ ®)
e* =g+ i;— )

The complex wave number y and complex permittivity €*
have been introduced.

In order to simplify matching boundary conditions, the
incident plane wave fields are represented by infinite cylindri-
cal wave expansions

-2 .
E{y=-F(s)e ‘A(—l)"e. Fa(yr)cos(nd)  (10)

i _F(s) 2&
Hi= g8 e™ B L) cosney - 1)
where the standard cylindrical wave expansion

exM=lo(z)+2j11.(z)cos(ke) (12)

has been used, where /,(s) denotes the first kind modified
Bessel function, and Neumann’s number is

=1

=2

The scattered fields in the several regions are expressed

using the following cylindrical harmonic expansions:
Within region 3,

n=0

n>0

H:=-ga.(s)K.(w)cos<n ® (13)
Ey = Vudso;a. () K'a(Yor ) cos(nd) (14)

where K, (s) is the second kind modified Bessel function.
Within region 2,

Hi=- glb. (5 M (127 )OS (R @)+ca (5 YK (Y27 JeOS(n )] (15)

E$={2-’; Eba ()t Yos(noyrea (s )K'a (o7 Yeos(n )

(16)
Within region 1,

H =~ 3.du(s) 1. () cos(n ) amn

E} = - $dals) ) cos(n @) (18)

Here the complex wave numbers and complex permittivities
are defined as

€2 =€+ Oyfs (19)
1o= Vs e, + oy (20)
81.=£1 + Gy/s (21)
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i = Vs2ue, + uois 22)

Four independent boundary conditions on the two interfaces
require that

ir=a7)=H¥{r =a*) (23
Ey{(r=a")=E4(r =a*) (24)

Hi(r =b7)=Hi(r =b*) + Hi(r = b") 25
EY(r=b")=E{(r =b")+E{(r =b*) (26)

From equations (10)-(26), four simuitaneous equations for the
unknowns a.(s), ba(s).ca(s) and d.(s) are obtained by
enforcing boundary conditions and using the orthogonality of
the functions [ cos(n¢), n=0,12, ... ). The matrix form of
these equations is

)
Ka(yob) “I.(pb)  -Ka(w:b) 0
Vio/eoK"a (Yob) -g;;r.w 'z?;"'-‘”") 0
0 I.(y2) Ka(a) -I.(ma)
) 2 Y2 N 4
0 ?;;”'n (724) E;;K‘n(ﬁa) -?l';l n(‘Yla)
FS -%_ '3 ’
i wg))mb (—1)'eal’s (Vo))
bals) F(s)e (=1 eala(¥ob)
ews)| T 0 @n
da(s) 0
L J

The natural modes are contributed by s plane poles of
as(5), ba(s), ca(s) and du(s) at points where F(s) is regular.
Natural frequencies consequently satisfy the determinantal
equation:

(x.mb) ~I(pb)  -Ku(pab) 0
VioeoKs (b) -E'?;l'.(ﬂ:) -g;;x'.mb) 0

det 0 l-('m) Kn(?ﬂ) ‘ln(ﬁa)
0 {?;’- (1) E’%K’. (1) —-E'?;r. (ha)
=0 (28)

The expansion of the determinant leads to the general charac-
teristic equation:

u.(vzb)«ludwr.(w»;?;x. (D W'a(12b)]
: u.ma)g;;x'.w )—r.(v,a){l-‘;lr.m)]
~[Vio/EoK'a (Yob )Kn (nb)-gz-’;K.(vob)K'. 15)

Al (ha) s (ha T lu () (@) =0 (29)
25 €15

This equation characterizes a losgy cylinder coated with a
lossy layer in free space. Some simplified expressions for spe-
cial cases can be deduced by the selection of a specific param-
eter set.

Perfectly conducting infinite cylinder
in free space

Letting g = b, 01 = 02 and G), G2 —» o0, the generic charac-
teristic equation (29) gives rise to a very simple form:

K'-(‘)ba)=0 (30)

Infinitely long lossy cylinder
in free space

Letting a = b, and 6, =6, 20, an equation characterizing
a lossy cylinder is obtained by specialization of (29):

I.(Yza)\/uoIEoK'.(m)-E%K.(Yoa)l'.(m)ﬂ 31)

Perfectly conducting infinite cylinder
coated with lossy material

Letting @ #b, 0220, and 6; — o, the characteristic equa-
tion for this most interesting case is obtained:

E?;K.(Yob)[-K'.(m)l'.(bb)+l’.(m)K'.(‘rzb)l

+VHo/eoK« (10b )K'a (120 )a (120 )10 (120)Ka (20)1=0  (32)

NUMERICAL ALGORITHM

The root search for (32) has to be numerical owing to its
complexity and nonlinearity. Special consideration is devoted
in this section to the selection of the relevant branch cut,
evaluation of Bessel fuctions with complex arguments, selec-
tion of a pole location algorithm, and numerical consistency
checking.

The occurrence of the complex permittivity in parameters
within the arguments of modified Bessel functions leads to
branch points in the complex s plane. An examinaton of the
complex wave number ¥, suggests the existence of branch
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Fig. 2. The appropriate branch cuts for the complex wave number and Bessel functions.

points at s =0 and s = —Oy€2. The associated branch cut
extends from the origin to the point s = —0,/€; along the nega-
tive real axis in the s plane (Giri and Tesche, 1981]. How-
ever, an appropriate branch cut for the modified Bessel func-
tion with a complex argument lies along the entire negative
real axis in the y; plane {Abramowitz and Stegun, 1972]. Fig-
ure 2 shows the mapping of the s plane to the ¥; plane. As
long as the point P does not move across the negative real
axis beyond the point of s = —Oy/€; in the s plane, its image
P’ will not cross the negative real axis in the ¥; plane. Thus
the negative real axis in the s plane is selected as the branch
cut, which is appropriate for evaluation of Bessel functions.
By referring to Abramowitz and Stegun {1972, integer order
Bessel functions are regular in the s plane cut along the nega-
tive real axis; this branch cut is also appropriate for the entire
characteristic equation (32). The integration contour for the
inverse Laplace transform will be closed on the principal
Reimann sheet; consequently only poles residing on the first
sheet are implicated. Since the conjugate symmetry of (32)
gives rise to conjugate symmetry of the poles, the poles have
to be located only within the second quadrant without crossing
the cut.

An easy way to compute the modified Bessel functions with
complex arguments is to represent them by their integral
representations {Abramowitz and Stegun, 1972; Drachman
and Chuang, 1981]. Since the numerical integration can be
efficient and accurate, the calculation of the Bessel functions
can be similarly accurate. An associated advantage with this
approach is its capability of using a normalization procedure
involved in the pole location. If an exponential function with
a rather large argument needs to be computed, arithmetic
overflows are easily encountered. The Bessel functions with
complex arguments behave asymptotically as exponential
functions when the argument is large. An investigation of the
effects of lossy media parameters, varying over a considerably
large range, upon the location of natural mode poles is impos-
sible unless a prenormalization is attempted.

The prenormalization is performed by multiplying an
exponential function into the pole-searched equation. The
multiplied factor to the characteristic equation does not give
rise to new extra poles, while the integral evaluation of the
Bessel functions modulated by an exponential function is
reduced computationally within arithmetic bounds.

The natural frequencies are identified by searching for the
roots of a characteristic equation. The approximate location

of the zeros is determined by using an algorithm which relates

the argument change of an analytic function integrated along a
closed contour to the number of the zeros and poles of the
function within the contour (Singaraju et al., 1976]. When
there are only zeros in the searched region, the algorithm can
be mathematically described by

a7k ™ F6)IF () ds = Tsa)” (33)
where F(s) is the function searched for zeros, C is the
integration contour and s, is the nth zero of the function F (s)
inside C.

After the approximate zeros are determined, they are
improved in accuracy by calling the subroutine COSPBF,
which is based on Powell’s method, from the Library ol the
Numerical Algorithms Group (NAG). In the trajectory of a
pole, Newton’s method can even be applied as long as the
variation rate of the parameters is slow enough.

Because of the numerical complexity of the characteristic
equations, the numerical consistency has to be validated
before any comprehensive root search is initiated. One casy
numerical test is made by coating an air layer on a perfectly
conducting cylinder. Evidently this coated cylinder is exacuy
the same as a perfectly conducting cylinder. As we expect,
the poles located numerically for the air-coated cylinder are
distributed precisely on the locations where the poles of a per-
fectly conducting cylinder are supposed to lie.

Another test involves varying the conductivity of the coat-
ing layer on a perfectly conducting cylinder from a finite
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The Poles of A Conducting Cylinder
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Fig. 4. The pole distribution of a perfectly conducting

cylinder.

The Poles of A Lossy Dielectric Cylinder
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Fig. 5 . The pole distribution of a lossy dielectric cylinder ( &
conductivity, e, relative permittivity, n wave impedance and
a the radius of the cylinder ), withona =0.2ande, =S.
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number to infinity. Physically, as the conductivity is increased
to very large values, the coated cylinder approaches a good
conducting cylinder with radius 5. Figure 3a shows the tra-
jectory of the first mode of a coated conducting cylinder with
conductivity varying from a small to a quite large value. The
conductivity is increased by a factor of 1.22 in each step. The
upper square gives the location of the first mode of the per-
fectly conducting cylinder with radius a, and the lower square
shows the position of the first mode of a perfectly conducting
cylinder with radius b. It is observed that as the conductivity
is enhanced, the pole is shifted toward the location of a
thicker perfectly conducting cylinder. The looping
phenomenon in Figure 3 reflects the fact that when the con-
ductivity of the coated layer is gradually increased, the three-
layer structure undergoes a transition to a two-layer structure,
and the natural frequencics are not expected to shift along a
simple trajectory. The test on the second mode is shown in
Figure 3b.

NUMERICAL RESULTS OF THE POLE
DISTRIBUTION

Based on the algorithm discussed above, the zeros of the
characteristic equations (30)-(32) are located with a variety of
parameter sets.

The Poles of A Lossy Dielectric Cylinder

0
w 5 :
30 .
wa/c B
204 S B
10 R '.. ".. '-. .'.
ona=20, ¢ =5 et
0 T 1 T
-18 -10 ] 0
Qalc
Fig. 6. The pole distribution of a lossy dielectric cylinder ( &
conductivity, €, relative permittivity, 1 wave impedance and

a the radius of the cylinder), withong =20 and e, = §.
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The Poles of A Coated Conducting Cylinder

b/ia = 1.50

\

wa/c .'-\-
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o\.‘:

ona=2,¢ =95
[} T T

-10 -3 ]

Qulc

Fig. 8. The pole distribution of a coated perfectly conducting
cylinder ( ¢ conductivity, €, relative permittivity, n wave
impedance and a the radius of the cylinder), with
bla =1.5,0ona =2,ande, =5.

The zeros of (30) are exactly the natural mode poles of a
Perfectly conducting cylinder. It is well known that the poles
of a perfectly conducting cylinder are positioned in layers.
Figure 4 shows the first 250 dominant poles. Later, these
poles serve as a reference for the study of more complicated
geometries.

The pole locations for a lossy cylinder are quite different.
Figure S presents a typical pole distribution with a normal
lossy parameter set. The dotted lines are drawn to show the
positions where the poles of a perfectly conducting cylinder
are located and to serve as the reference locations. It is seen
that some poles are distributed in layers close to dotted lines,
but some poles lying in arcs are close to the imaginary axis.
We call those poles, close to the imaginary axis, interior
modes, while we call those in layers exterior modes. Further
study reveals that the fields of an exterior mode inside the
cylinder attenuate radially from the cylinder surface to the
center and the fields of an interior mode inside the cylinder
behave radially as a standing wave. The physical insight to
this difference is that the energy losses of an exterior mode are
mainly attributed to the radiation of the surface current. In

contrast, the energy losses of an interior mode are mainly
attributed to the power loss inside the cylinder. This differ-
ence exists also in the case of a coated perfectly conducting
cylinder.

Figure 6 shows the poles of a lossy cylinder with rather dif-
ferent parameters; compared to Figure § the normalized con-
ductivity is changed from 0.2 10 20. The exterior modes have
not been affected very much, but the interior modes are
shifted significantly in the negative direction. Physically, the
interior modes have increased power loss inside the cylinder
with a higher conductivity.

Figure 7 illustrates the radial amplitude dependence of the ¢
component of the E field. The angular variation order is
chosen as n = 6. The amplitudes of four interior modes and
two exterior modes of the E field are plotted. The standing
wave behaviar of interior modes and the attenuation behavior
of exterior modes are very clearly observed.

Figure 8 indicates the pole distribution of a coated perfectly
cenducting cylinder with a coating thickness equal to 50% of
its radius. The dotted lines are still drawn here 1o serve as a
reference. It is observed that the exterior modes are in layers,
and interior modes are in arcs and close to the imaginary axis.

The Poles of A Coated Conducting Cylinder

b/a = 1.50

wal/c

-:\v...o

ona=20, €, =5
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Qa/c
Fig. 9. The pole distribution of a coated perfectly conducting
cylinder ( ¢ conductivity, e, relative permittivity, n wave
impedance and a the radius of the cylinder), with
bla=15,0na =20,ande, =5.
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The Poles of A Coated Conducting Cylinder

b/a = 1.i0
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ona=2.¢ =5

-10 s 0
Qalc

Fig. 10. The pole distribution of a coated perfectly conducting
cylinder { ¢ conductivity, €, relative permittivity, N wave
impedance and a the radius of the cylinder), with
bla=11,0ona=2and¢, =5.

Now examine the effects if the coating thickness is kept the
same, but the normalized conductivity is changed. The result
is shown in Figure 9. The interior modes are all shifted left-
ward. The exterior modes are dominant now, since they are
lower in radian frequencies and smaller in damping
coefficient. If the coating thickness is changed instead of the
conductivity, the effect of the coating thickness on the interior
modes is shown in Figure 10. The first arc of interior modes
is moved far upward when the coating thickness is dropped 0
10% of the radius. Once again the exterior modes are seen to
be dominant.

Similar to a lossy cylinder in free space, a coated perfectly
conducting cylinder has interior modes too. Their fields
behave as standing waves in the cladding region. Figure 11
shows the amplitude of the ¢ component of the E field inside
the cladding region. The angular order is selected with n = 8.
Four interior modes and two exterior modes are illustrated.
The differences of the field distributions inside the coating
layer between the exterior modes and the interior modes are
apparent. Furthermore it is seen that the E field amplitude of
an exterior mode inside the coating layer is relatively very

small. That is why the exterior mode is substantially affected
only when the coating thickness is comparabie o the radius.

EFFECTS OF LOSSY PARAMETERS
ON AN EXTERIOR MODE

Since a perfectly conducting scatterer has only exterior
modes and the normally coating layer used is not very thick,
it is only necessary to investigate the effects of lossy parame-
ters on the exterior modes. Ex:ensive pole trajectories have
been pursued by varying the lossy media pcrameters. Only a
few examples are presented.

Figure 12 shows the trajectories of the second mode. The
pole is traced as the coating thickness is increased with a step
size of 0.04 starting from b/a = 1. The trajectories with four
sets of parameters are shown here. The circle line, which
presents an infinite conductivity in the coating layer, serves as
the reference line to indicate the location of the second pole of
a perfectly conducting cylinder with radius &. As the coating
thickness is increased, the outer radius & of the layer is
increased and the circle line locates the pole of a perfectly
conducting cylinder which is increasing in radius. The star
line corresponds to a normalized conductivity 80. After a few
steps, the star line comes close to the perfectly conducting
cylinder line, and in additional steps the triangle line, which
corresponds to a conductivity of 15, follows. The last one to
move toward reference is the square line with conductivity of
5. Figure 12 is interpreted as indicating that when the con-
ductivity is greater, the pole of a coated cylinder behaves
more like that of a perfectly conducting cylinder, and when
the coating is thicker, the pole of a coated cylinder behaves
more like that of a perfectly conducting cylinder.

Figure 13 presents the first pole traced by varying the per-
mittivity. The pole is traced as the coating thickness is
increased with a step size of 0.04 starting from b/a = 1.
Three trajectories for three different parameter sets are given.
It is seen that when the coating thickness is small the poles
with different permittivities are located close to each other;
however when the coating is thick, they are reladvely
separated.

CONCLUSION

The pole distribution of a coated cylinder structure has been
investigated in this paper. Special attention has been directed
to the effects of the lossy coatings on the dominant natural
modes. It has been shown that the natural frequencies of exte-
rior modes are substantially shifted on the complex plane only
when the coating thickness is comparable with the radius of
the cylinder. When the coating material has a parameter of
ona > 100, it has liule effect on the natural frequencies of the
exterior modes. The natural frequencies of the interior modes
are greatly dependent on coating thickness and parameters.
As a rough estimation, the interior modes are no longer dom-
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ness is varying.
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inant when the conductivity satisfies ona > 100, or the coat-
ing thickness is less than 10% of the cylinder radius.

Acknowledgments. The work reperted in this paper was
supported by the Defence Advanced Research Project Agency
and the Office of Naval Research under Contract NOOO-14-
87-K-0336.

REFERENCES

Abr: itz, M. and 1. A. Stegun Eds., Handbook of
M. atical Functions, p. 374, Dover, New York, 1972.
Baur E., The singularity expansion method, in Transient
El.  >magnetic Fields, edited by L. B. Felsen, pp. 130-

176, springer-Verlag, New York, 1975.

Chen, K. M., Radar waveform synthesis method -- A new
radar detection scheme, /EEE Trans. Antennas Propag.,
AP-29, 553-566, 1981.

Chen, K. M., D. P. Nyquist, E. J. Rothwell, L. L. Webb, and
B. Drachman, Radar target discrimination by convolution
of radar retwrns with extinction-pulses and single-mode
extraction signals, JEEE Trans. Antennas Propag.. AP-34,
896-904, 1986.

Chuang, C. L, D. P. Nyquist, K. M. Chen, and B. C. Drach-
man, Singularity expansion method formulation for
impulse response of a perfectly conducting thick cylinder,
Radio Sci., 20, 1025-1030, 1985.

Drachman, B. and C. I. Chuang, A table of two hundred zeros
of the derivative of the modified Bessel function K, (z) and
a graph of their distribution, J. Compwt. Appl. Math., 7,
167-171, 1981.

Giri, D. V. and F. M. Tesche, On the use of singularity expan-
sion method for analysis of antennas in conducting media,
Electromagnetics, 1,455-471, 1981.

Marin, L., Natural-mode representation of transient scattered
fields, IEEE Trans. Antennas Propag., AP-21, 809-818,
1973.

Rothwell, E. J., D. P. Nyquist, K. M. Chen, and B. Drachman,
Radar target discrimination using the extinction-pulse tech-
nique, /EEE Trans. Antennas Propag., AP-33, 929-937,
1985.

Singaraju, B. K., D. V. Giri, and C. E. Baum, Further
developments in the application of contour integration to
evaluation of the zeros of analytic functions and relevant
computer programs, Math. Notes 42, AFWL, 1976.

Tesche, F. M., On the analysis of scattering and antenna prob-
lems using the singularity expansion technique, /EEE
Trans. Antennas Propag.. AP-21, 5362, 1973.

Tijhuis, A. G., and R. M. Van der Weiden, SEM approsch to
tramsient scattering by a lossy, radially inhomogeneous
dielectric circular cylinder, Wave Motion, 8, 43-63, 1986.

W. M. Sun, K. M. Chen, D. P. Nyquist, and E. J. Rothwell,
Department of Electrical Engineering, Michigan State Univer-
sity, East Lansing, MI 48824.




[EEE TRANSACTIONS ON ANTENNAS AND PROPAGATION, VOL. 38, NO. 1, JANUARY 1990

Appendix 7

Identification of the Natural Resonance Frequencies
of a Conducting Sphere from a Measured
Transient Response

NEILA GHARSALLAH, sTUDENT MEMBER, IEEE,
EDWARD J. ROTHWELL, Memser, Ese, KUN-MU CHEN,
FeELLOW, EEE, AND DENNIS P. NYQUIST, MEMBER, IEEE

Abstract— The natural resonance frequencies of a conducting sphere
are determined experimentally by using measured transient scattered field
and surface charge respoases. Comparison to theory is shown to be
excellent for the imaginary parts of the complex frequencies.

I. INTRODUCTION

The complex natural resonance frequencies of conducting radar
targets form a useful set of aspect independem features, and
have been employed recently in various radar target discrimination
schemes {1], [2]. For geometrically complex targets these frequen-
cies must be determined experimentaily, from measurements of the
targets’ transient responses. It has been found that the natural fre-
quencies of low-Q scatterers (those having relatively small late-time
energy) are the most difficult to extract from measurement. By show-
ing that the resonant frequencies of a sphere, a particularly low-Q
structure, can be obtained accurately from experimemtal data, the
plausibility of target classification using natural frequencies is en-
hanced greatly.

0. Tueory

The late-time (unforced) transient response of a conducting sphere
of radius g can be written as a series of natural oscillation modes
N
r() = Za.e"" cos(wal +¢a) ¢ >T, n

n=i
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where 7(?) represents a measured quantity, such as the surface charge
or scattered field response. Here 7 is the beginning of the late-
time period, s, = 0, + jw, is the aspect and excitation independent
natural frequency of the nth mode, a, and ¢, are the aspect and
excitation dependent amplitude and phase of the nth mode, and N is
the number of modes excited by the incident illumination.

The natural frequencies of the sphere present in the measured
response (1) can be calculated theoretically by using a frequency
domain approach. If R(s) represents the Laplace transform of r(¢),
then

R(s) = F(s)H(s) 2

where F(s) depends on the measurement and excitation systems, and
H(s) is the transfer function of the sphere [3]

@n + 1)
H(s) =
€= L D8 ® @
where
N B 1,
fa§) = 25 - A P e @
) (1 +8) 1 n—a
£t sto TR PR L] 5)

and { = (a/c)s, with ¢ the speed of light.

Since the natural frequencies are the poles of the transfer function,
they can be calculated by locating the zeros of f,({) and g,({). Nu-
merical values have been computed and are tabulated in [4). It is
found that the natural frequencies of the sphere are arranged along
branches in the left half of the compiex frequency plane. The fre-
quencies of the first branch have the smallest real parts, and thus
produce the most prominent resonances. These are the ones most
casily distinguished in a measured response.

M. ExperiMenTAL Set-Up

The transient electromagnetic response of the sphere is measured
using the experimental facility shown in Fig. 1. Target excitation is
provided by an incident electromagnetic wave radiated by a monocone

0018-926X/90/0100-0141$01.00 © 1990 IEEE
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Fig. 2. Measured scattered field response of 30 cm diameter coaducting
sphere.

antenna suspended over a conducting ground screen. The antenna has
an axial height of 2.4 m, a polar angle of 8°, and a characteristic
impedance of 16052. It radiates a spherical transverse electromagnetic
(TEM) wave which approximates a plane wave polarized perpendicu-
lar to the ground screen at the position of the conducting hemisphere
target. The ground screen consists of nine individual 4 x 8 ft alu-
minum sheathed modules, and has overall dimensions of 16 x 20 fi.
This provides a window of approximately 14 ns in which to per-
form measurements, before reflections from the edges of the ground
screen aud the top of the antenna return.

The monocone antenna is driven by a Picosecond Pulse Labs model
1000B-01 pulse generator, providing quasi-rectangular pulses of du-
ration 0.5 ns and amplitude 40 V. Both the resuiting transient surface
charge and scattered field pulse responses of the imaged sphere are
measured, using short monopole probes coupled to a Tektronix 7854
waveform processing oscilloscope via S2 sampling heads (75 ps rise-
time). Proper timing is accomplished using the variable trigger delay
internal to the pulse generator.

Typically, 100 waveform measurements are taken and averaged in
real time, using a pulse repetition rate of up to 1000 kHz. These
measurements are then smoothed to reduce high frequency noise,
and the dc level is removed. An additional measurement is obtained
for the scattered field without the hemisphere present, and this clurter
waveform is subtracted from the measured scattered field response.
The resulting waveforms are then transfered via a general-purpose-
interface-bus to an IBM PC microcomputer, where they are stored
on floppy disk and later transmitted to a mainframe computer for
further processing.

IV. ExpPerIMENTAL RESULTS

The measured scattered field response of a 30 cm diameter sphere
is shown :in Fig. 2. The monopole receiving probes are modeied
as perfect differentiators, and thus Fig. 2 represents the derivative
of the pulse response of the sphere. Since differentiation does not
perturb the values of the natural frequencies contained in the scattered
field response, no attempt is made to recover the pulse response via
integration.

It is important that the beginning of the late-time period, during
which the sphere oscillates in its natural modes, is carefully deter-
mined. Physically, the surface current in the early-time period should
not exhibit resonance behavior because the induced surface current
has not yet traversed t!i. entire body. Resonance phenomena are de-
termined by the global characteristics of the target, not by a fractional
structure or local feature.

Michalski (6] has presented a theoretical study suggesting that the
surface current response of a conducting target can be represented at
all times purely in a set of its natural resonance modes (i.e., it has
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no early-time period). However, this representation is based on an
a priori knowledge of the geometry of the scatterer (i.e., the early-
time component is constructed based on the complete geometry of the
target). However, in the “inverse’ case, where natural frequencies
are to be obtained based on an incomplete time history, it is contrary
to physical reasoning to expect that the natural frequencies of a target
can be retrieved from the early-time surface current response. For
example, how can the early-time surface current response of a thin
wire be interpreted as a pure set of its nawral modes, when the early-
time portion of the response of a shorter wire must be identical, but
is comprised of an entirely different set of modes? It is not until the
reflection from the end of the wire returns to the observation point
that the responses will differ (and thus determine the beginning of the
tate-time period). Obviously, it is impossible to extract two different
sets of natural frequencies from the same data, unless the additional
knowledge of the complete geometry of the scatterer is availabie.
Thus, it is assumed here that the late-time period begins only after
the global characteristics of the target have been determined.

Although it may be possible to include the early-time component
in the extraction process, it is now apparent that to use only this
portion would be a disaster. To be safe, only the late-time portion is
used here. At worst, this choice may be slightly conservative.

The first event recorded by the system occurs when the incidert
pulse interacts with the receiving probe. The late-time period (during
which the sphere oscillates freely) begins a time Tp + 2(d + D)/c
later, where Tp is the duration of the pulse. By adjusting the time
position control on the oscilloscope, most of the early-time period has
been shifted out of the measurement window, resulting in a longer
measured portion of the late-time period. Fig. 3 shows the spectrum
of the late-time portion of the scattered field response, obtained via
the fast Fourier transform (FFT). Arrows indicate the theoretical
values of the imaginary parts of the first branch natural frequencies.
obtained by solving for the roots of (4) and (5). It is seen that peaks in
the Fourier spectrum correspond quite closely with predicted values.

Fig. 4 shows the measured surface charge response of the sphere.
Here the late-time period begins a time Tp + 2L /c after the first
recorded event. Again, most of the early-time portion of the re-
sponse has been shifted out of the measurement window. Fig. S
shows the Fourier spectrum of the late-time portion of the surface
charge response. Again, peaks in the spectrum correspond closely
to the frequencies predicted.

Examining the Fourier spectra gives only a cursory estimate of the
complex frequencies contained in the measured waveforms. More
accurate techniques have been developed to extract the natural fre-
quencies directly from the measured data. Fig. 6 shows the imaginary
parts of the first six complex frequencies obtained from the late-ume
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portions of the measured waveforms using an E-pulse technique [5].

Agreement with theory is seen to be excellent. The results from the

charge response are slightly better than those from the scattered field

response, probably due to the more favorable S/N level.

The real parts of the first six natural frequencies were also ex-
tracted, but did not compare as well with theory. This is consistent
with results obtained using high-Q targets— the real parts are rarely
extracted with as great an accuracy as the imaginary parts.

V. Concrusion

It has been shown that the imaginary parts of the first six natural
resonamnt frequencies of a spherical scatterer can be determined quite
accurately from measurements of both its surface charge and scat-
tered field responses. This is an important step in verifying the prac-
ticality of characterizing low-Q targets by means of their resonance
frequencies. Results for the real parts of the natral frequencies are
not highly accurate. However, these values do not need to be known
with great precision, since radar target discrimination schemes can
be geared to use information primarily from the imaginary parts.
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A recent theoretical study by Weyker and Dudley {7] on the identi-
fication of resonances of an acoustically rigid sphere painted a more
pessimistic picture for the accurate extraction of resonance poies
from a scattered response. The more optimistic results obtained here
from experimental data are probably due to a more accurate pole cx-
traction scheme, relative high signal-to-noise levels, and the presence
of only the first few dominant modes (because of the finite bandwidth
of the excitation pulse). It is important to note that target identifi-
cation does not depend on the extraction of resonant frequencies in
real time under adverse noise conditions. Rather, the resonance fre-
quencies of the targets are assumed @ priori knowledge, determined
in a controlied, iow-noise laboratory environment [1].
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Determination of the Natural Modes for a
Rectangular Plate

WEIMIN SUN, sTUDENT MEMBER, IFes, KUN-MU CHEN, FELLOW, IEEE,
DENNIS P. NYQUIST, MEMBER, IEEE, AND
EDWARD J. ROTHWELL, MEMBER, IEEE

Abstract— A new coupled surface integral equation formulation for
determination of natural frequencies of a rectangular plate is proposed.
The method of moments (MM) solution to this formulation and the
subsequent numerical results are presented. The natursl frequencies pre-
dicted by the theory have been verified by an experiment. In comparison
with the existing formulation of this problem, the present formulation
predicts equally weil for the first few dominant modes but better for the
higher modes. Also, in the present formulation, no convergence problem
has been encountered.

I. INTRODUCTION

UBSEQUENT TO THE introduction of the singularity ex-
pansion method (SEM) by Baum in 1971 {1], considerable
attention has been devoted to the analysis of various perfectly
conducting scatterers such as the sphere, prolate spheroid,
ard infinitely long cylinder and wire structures {2]-[4]. But

the exploitation of SEM for the transient analysis of a rect- -

angular plate has not received much attention. In fact, a thin
rectangular plate structure is a very fundamental geometry for
many realistic scatterers. The knowledge of its natural modes
is thus of importance in the application of SEM to many tran-
sient scattering problems.

The natural modes of a perfectly conducting body can be
obtained numerically by means of a method of moments (MM)
solution to an electric field or magnetic field integral equation
formulation. In early 1974, Rahmat-Samii and Mittra (5], (6]
proposed an integral equation for formulating the scattering
problem of a rectangular plate illuminated by a plane wave.
Later, this integral equation was modified by Pearson (7] to
extract SEM parameters of a plate in the complex domain.
The formulation used by Pearson was essentially the same
except the real frequency was directly replaced by a complex
frequency.

It is well known that the singularity of the surface current
occurs at all edges. A special numerical treatment, which uses
basis functions containing the correct edge singularity in sub-
domains near an edge, can be used to represent the currents
with singularity at edges {8]. However, to simplify the pro-
gramming, uniform piecewise constant functions can also be
employed as basis functions. The edge effects are shown to
remain under this simpler treatment.

This paper proposes a new set of coupled electric field in-
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Geometry of a rectangular plate.

Fig. 1.

tegral equations (EFIE) to determine the natural modes for a
thin rectangular plate, and presents the numerical procedure
and the results of a method of moments solution to the derived
equation set. Special interest is focused on numerical conver-
gence tests of the thin-strip limit and also on the solution with
more basis functions.

A comparison is made between the natural frequencies pre-
dicted theoretically and those extracted from a real-time mea-
sured response. The agreement between theory and experi-
ment is quite good.

1I. THE New FormuLATION OF THE EFIE

Consider a thin rectangular plate located in the xy plane,
as shown in Fig. 1. A modal surface current on the plate
obeys the homogeneous electric field integral equation in the
complex domain

e "R

AR ds'=0 (1)

/[Vﬂkuﬂnrv-yﬁ-mﬂJn
’

where

Nin

Y=

R=|r -1
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Here 1’ and r are the coordinates of the source point and
the observation point, s is the natural frequency of a modal
current, K is the modal surface current density and t is a
unit vector in the tangential direction on the plate surface. For
the geometry shown in Fig. 1, the surface current K is two-
dimensional and it is natural to use a rectangular coordinate
system. From (1), two decomposed coupled scalar equations
result:

d ;o 9 AN A
/,,{[TKx(x.y.S)+6y,Ky(x,y.S)]ax

-y K (x', ¥, 5) e ds'=0 (2a)
v RAXL T 4xR -
d d J
__K.\' ’) ,y a7 ,' ,, b
/’-’ {[axl (X y S)+ay Ky(x y S)J ()y
"K ’ 7 e—”R d ’ )
-y Kylx,y ,S)} AR s =0. (2b)

It is known that the normal components of the current need
to be zero at all four edges, producing the four edge condi-
tions:

Kx(-a/2,y,5)=0 (3a)
K«(a/2,y,5)=0 (3b)
K,(x, -b/2,5)=0 (3c)
K,(x,b/2,5)=0. (3d)

Employing the edge conditions and integrating by parts on
(2) yields a coupled partial differential equation set:

?* &
— =" — =0 4
(0)(2 v )Ax+axay/ly (4a)
A ' 9?
— =Y Ay + — A, = 4b
where the vector potentials are expressed as
e R
Ax(X, p,5) =uo/ Kx(x', ¥, s) ds'  (5a)
s’ 47R
Ly ds (5b
A_v(X')"S)=#0£’Ky(xvy'5)4wk 5. ( )

It can be proved that the complete homogeneous soifution to
equation set (4) is represented by

Ac(x, y) = W(y)coshyx + B(y)sinhyx

X
—/ —0— Ay(x’, yycoshy(x' - x)dx’ (6a)
0

Jy
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A,(x, y) = C(x)coshyy + D(x)sinhyy

y
—/ 9 Ac(x, y")coshy(y' — y)dy' (6b)
0

ax

where the W(y), B(y), C(x) and D(x) are unknown coeffi-
cients, but functions of only one variable. The equation set (6)
is the essential rigorous formulation applicable to extracting
the natural frequencies of a rectangular plate for any mode.
The x and y components of modal currents are closely coupled
through the coupling integrals. This formulation is found to
possess good numerical stability and convergence. The only
sacrifice is the great number of computations for the evalu-
ation of the coupling integrals. Details about the numerical
properties will be discussed in the next section.

The natural frequencies are those complex frequencies s
resulting in nontrivial currents of K, and K, and the associ-
ated functions ¥ (), B(»), C(x), and D(x), which satisfy the
excitation-free homogeneous equation set (6). The concomi-
tant values of s are poles of a rectangular plate. The vanishing
of excitation dependence and the symmetry of the geometry
give rise to the symmetry of current distribution in (6). By
bringing the symmetry relations into the solution procedure,
significant computational savings in the numerical solution will
be gained.

It is expected from the geometrical symmetry as shown in
Fig. 1 that a modal current is symmetrically or antisymmet-
rically distributed with respect to the x- or y-axis. But the
respective symmetries for K, and K, are not arbitrary. They
must be compatible with each other since the current continu-
ity equation has to be satisfied. The continuity equation in the
complex frequency domain is

d 0
o Kx(x,y,5) + 5y Ky(x,y,8) = —ycp(x, y,8). (M

From the right-hand side of (7), it is apparent that there ..
only four possible symmetries for charge p with respect to the
x- and y-axes. Consequently, the symmetries for (3/9x)K .
and (0/0y) K , are correspondingly limited to four cases. For
example, if p(x, y) is symmetric with respect to the x-axis and
antisymmetric with respect to the y-axis, then the derivative
of (0/0x) K, must be symmetric with respect to the x-axis
and antisymmetric with respect to the y-axis. Therefore, the
current K, should be antisymmetric with respect to the x-
axis and antisymmetric with respect to the y-axis. The same
analysis results in the current K,, which is symmetric with
respect to the x-axis and symmetric with respect to the y-axis.

By means of this analysis, the information about possible
symmetries can be used to reduce the complexity in numerical
evaluation of the integral equation set (6). If K (x, y) is sym-
metric with respect to the x-axis and symmetric with respect
to the y-axis, K, (x, y) must be antisymmetric with respect to
the x-axis and antisymmetric with respect to the y-axis. Thay
are denoted as K,(x, y) = (e, e) and K ,(x, ) = (0, 0). All
the other symmetry cases are denoted in a logically simiiar
way. After the symmetry is specified, a simplified formulation
is easily established. As an example, if K, (x, y) = (e, e) and
K,(x, y) = (0, 0), we have from (6):
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Ax(x, y) = W(y)coshyx

—/ iA,():'. Y)coshy(x’' — x)dx’ (8a)
o Oy

A,(x, y) = D(x)sinhyy

y
- / 2z‘u(x.y')cosh~r(y’—y)dy’ (8b)
(1]

ox

Since equation set (8) is applied to the first quadrant only,

the number of unknown coefficients is reduced by a factor of
two.

I11. MeThop oF MoMEeNTs SoLuTioN 10 THE New EFIE

The integral equations for each of the four symmetry cases
can be discretized by a method of moments. Here, two-
dimensional subsectionally constant expansion functions are
used with collocation testing. The zones are equally divided,
respectively, along the x-axis and y-axis to simplify the pro-
gramming procedure. A typical zoning scheme has 10 x 10
zones on the whole plate.

The unknown coefficients of W(y), B(y), C(x) and
D(x) are also expanded with the pulse basis functions. Notice
that the number of bases for these unknown coefficients is
equal to the number of edge zones preassigned to zeros for
the edge conditions to be enforced.

The major contribution to calculation efficiency by the use
of pulse basis functions is that the evaluation of vector poten-
tials need be performed once only. The individual kernel inte-
gral terms for all argument combinations, e.g., different dis-
tance combinations, are computed first. Then, subscript entries
are chosen from a storage matrix to construct the matrix equa-
tion according to the symmetry conditions being assigned.

As one example of the implementation of the method of
moments solution, the symmetry of K, = (e, e) and K, (0, 0)
is assumed. The currents are expanded in terms of pulse basis
functions with widths Ax and Ay:

bK:(x, y) = Zzanmpn(x)l)m()’) (9a)
m

n

aK,(x, y)= Zzbnmpn(x)Pm(y) (9b)
n m

where

(n—NDAn <yn <nlny

lv
Pn("’) =
0, elsewhere.

The derivative of current K, with respect to y is expanded
as

(% Kyx, y) = % Z ; DamPa(X)

8y —(m-DAy)-8(y -—mAy)] (9¢)

where @,» and b,,, are coefficients to be determined. and a
and b are the length and width of the plate. Thus, the dis-
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cretized forms of the formulation (8) are created:

3 % Bumf (X, y, 11, M)

= Z W nPm(y)coshyx
m

"ZZ%b"mlf’y(x.y. n,m-1
n m

-Fy(x,y,n,m) (10a)
3> }l bamf (X, ¥, n, m)
= ZD,,P,,(x)sinh'yy
- ZZ %a,,,,.[F,(x, y.m,n~1)
—l:x(x”.'y. m, n)] (10b)

where
S(x,y,n, m
mAy nAx
-/(m—l)Ay /(n—l)Ax
e —ylx' =y -2

ax((x —x) + ()~ p)]'"

dx'dy’ (lla)

Fe(x,y,n,m) = / coshy(x’ —x)dx’
0

nAx
/ Fx', x", y, mydx" (11b)
(n-HAx

and
e’ —x"F +(y—-mAy@)?

Fix',x", y,my=
d ax[(x’ = x"y +(y - mAy)’]'?

(llc)

By choosing matching points at the center of every partition
zone, and shrinking the number of unknown amplitudes to
one-quarter by using the symmetry properties of the currents,
the following moment matrix equation is obtained

[Gij. nm ]qp xqp

[Qij.nm]qp xqp } [ [dnm]

- }:0 (12)
(bnm)

[Rij.nm]qp xqp [Tij.nm]qpxqp

where 2q is the partition number along the x direction and
2p is the partition number along the y direction, with the
restrictions 11, i < g, m, j < p. The matrix entries are

1
Gijonm = 5 Ui, yj,n,m + f(x,, y;,2q —n, m)
+f(xi, Y5, 2p —m)+ fixi, y;,2q —n,2p —m)|

(13a)
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1
Tij_m" = ‘a‘ U(xi. }'/. n, m) —f(xh ij 2q -n, m)

—f(x;, yj,n,2p —-m)+ f(xi, y;,2q —n,2p —m)]
(13b)

Qij.am = %[F,(x;. Yisn,m—1)-Fy(xi, yj,n,m)
-F,(xi,yj,2q —n,m-1)
+Fy(xi, j, 2q — n, m))
+[-Fy(xi, yj,n,2p—m—1)
+Fy(xi, yj, n,2p —m)
+Fy(xi, yj,2q —n,2p ~m —1)

—-Fy(xi,yj,2q —n,2p —m)] (13¢)

Rij.nm = élFx(x.-. yiym,n—1)=F(xi, y;,m,n)
+ Fy(xi, yj,m2q—n—1)
- Fx(xi, yj, m,2q — m)]
+[Fx(xiv yj,2p—m,n—1)
—Fy(xi, yj>2p —m, n)
+Felxi, yj,2p—m,2q-n-1)
—Fy(xi, yj,2p —m,2q — n)] (13d)
(13e)
(13f)
(13g)

(13h)

Gnm = Gnm
bam = bam
xi =05a - (i -0.5)Ax
y;=05b-(j-05)Ay.
Note that when n = 1:
Gijonm = —Pm(y)coshyx;
Rij.am =0
dnm =W
while when m = 1:

Tij.am = —Pa(xi)sinhyy;
Qij.nm = 0
5nm = Dn-

The matrix in (12) is a function of complex frequency, and
a complex resonance occurs when this matrix has a zero de-
terminant. The condition to guarantee the existence of natural
resonances is therefore

[Gij. am lqp xqp [Qij. nm]qp xqp

det =0. (14)

[Rii.nm]qpxqp (Tii.nm]cpxqp

It can be seen that this determinant is an analytic function
in the complex plane, since the original integral equation is
differentiable on the surface of the plate. Any standard root
search algorithm can be used to locate the zeros of the deter-
minant. The subroutine SEARCH [9] is called as a preliminary
procedure to locate all dominant poles in the complex plane,
and then the subroutine COSNBF in the NAG library is used
to improve the accuracy of the pole locations. All symmetry
cases can be handled in this manner.

A premium on computational efficiency has to be placed in
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Fig. 2. Convergence of four natural modes to their thin-wire counterparts
as aspect ratio is varying. The squares show the locations of the first four
thin-wire modes selected from the first layer.

the evaluation of the matrix and its determinant. Many such
evaluations are required in the course of iterating the root
locations. It is thus significant to have a good approximation
to the coupling integrals and vector potentials.

Different approximations are applied in the calculation of
the interaction matrix. For the self-patches, i.e., the patch in
which the match point is located, the integration is performed
analytically after the exponential function is approximated by
1 in order to avoid the numerical singularity. For the patches
adjacent to the matching patch, the integrals are well-behaved
and are evaluated numerically.

IV. NumericaAL CONVERGENCE

The usefulness of the formulation (8) depends heavily on its
numerical convergence properties. Two tests of convergence
for the formulation are discussed in this section. One exam-
ines pole convergence in the thin-strip limit, and the other
examines convergence as the number of basis functions is in-
creased.

Intuitively, a rectangular plate approaches a thin strip when
the aspect ratio, which is defined as the ratio of width to
length, is very small. As is well know, a thin strip is related
to an equivalent dipole. One test is performed by observing
the trajectory of some typical poles when the aspect ratio is
diminished. It is expected that the convergence of those poles
to thin-wire modes should be apparent and uniform.

It is instructive to note that for the given coordinate system,
only the modes with symmetries of K, = (e, e); K, = (0, 0)
and K, = (0, e); K, = (e, 0) can reduce to thin-wire modes
since it is nonphysical that the x-component of currents is
antisymmetric with respect to the x-axis in the thin-strip limit.

Fig. 2 provides some insight into the convergence of poies
to thin-wire counterparts for a range of aspect ratios. Two
modes denoted by (e, e) result from the symmetry case of
K. = (e, e); K,(0, 0), while the other two denoted by (o, e)
result from the symmetry case of Ky = (0, e); K, = (e, 0).
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Iy=(e,e) & I,=(0,0)

.
34
wal/c
2
L] 626
o 10210
. 16x16
i T 1 T
-1 o8 06 04 02
oalc
_Fig. 3. Different partition schemes are applied to the first mode (/. = (e. e)

and I, := (0, 0)) with various aspect ratios.

The first four thin-wire modes from the first layer of poles
are displayed by small squares to serve as the limits of the
trajectories. Each solid line is a trajectory of one mode. The
trajectory is started with aspect ratio = 1 and stepped with a
step size of 0.1. It is observed that the four poles converge
apparently and uniformly to thin-strip limits.

An MM solution to the formulation (8) is the discretiza-
tion of the electrical field integral equation. Mathematically,
this procedure is an approximation with a finite-dimension
space to an infinite-dimension space. The convergence of any
numerical scheme implies 'that the error induced by finite-
dimensional approximation is uniformly decreased as the di-
mensions, which are used to discretize the integral equation,
are increased. A strong numerical verification of this con-
vergence is beyond the available capability of any computer
system, but convergence tests on a few dominant modes with
a varying number of basis functions provide good insight into
the convergent rate.

As typical examples, the first two modes with symmetry
of K, = (e, e); K, = (0, 0) are investigated with results
shown in Figs. 3 and 4. Three different partition schemes are
employed. They are identified as 6 x 6, 10 x 10, and 16 x 16
partition zones on the whole plate.

Fig. 3 shows the convergence of the first pole with various
aspect ratios. The comparison with different partition zones is
shown as the dotted line (6 x 6), dashed line (10 x 10), and
solid line (16 x 16). Excellent agreement between the dashed
line and the solid line is seen for varying aspect ratios. The
trajectory with 10 x 10 partitions is very close to that with
16 x 16 partitions. Even with 6 x 6 partitions, the result is
close enough to that with more partitions. It is seen that this
special dominant mode converges very fast. Physically, such
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Fig. 4. Different partition schemes are applied to the second mode (/, =
(e, e) and I, = (0, 0)) with various aspect ratios.

a convergent rate is expected as six,.ten, and 16 pulses have
been used within half a wavelength to present currents on the
plate.

Fig. 4 shows the result of the second pole. The same nota-
tions are used as in Fig. 3. From Fig. 4, good agreement
between the trajectories with 10 x 10 zones and that with
16 x 16 zones for a range of aspect ratios are again observed.
It is also seen that the result with 6 x 6 partitions is less ac-
curate as the aspect ratio decreases. This discrepancy is at-
tributed to the fact that six pulses are not enough to present
the currents within a range of one wavelength.

At this point the conclusion is made that for the first few
dominant modes a 10 x 10 partition scheme is good enough
to discretize the integral equation. As a rule of thumb, the
applicability of a partition scheme could be estimated by the
criteria that more than six pulses are required to present the
currents in one wavelength range.

V. NuMEeriCAL RESULTS

Extensive computations have been conducted to locate all
the dominant poles in the complex plane for each symmetry
case and to solve for the current distributions for those natural
modes. However, only representive natual modes for selected
poles are presented here. This section provides the pole tra-
jectories of the first few dominant modes for each symmetry
case, and ~esents some typical modal current distributions.

It was stated previously that the pole location is found by
the zero searching of the moment matrix determinant. The
determinant is an analytic function in the complex plane, and
thus the pole location is two dimensional. If a 10 x 10 paru-
tioning is used to discretize the integral equation, a 50 x 50
moment matrix is created. To search for a zero on the complex
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Fig. 5.
plane, the determinant of the 50 x 50 matrix is evaluated iter-
atively and thus the selection of an appropriate pole location
algorithm is very important.

The method proposed by Singaraju, Giri. and Baum (9] is
based on the theorem that relates the variation of the argu-
ment of a complex function integrated along a contour to the
number of zeros and poles within the range bounded by the
coutour. This approach is used conveniently and successfully
iri the present problem for the preliminary location of a pole
before an iterative method is used to improve the precision.
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Pole locautions of four possible symmetry cases with various aspect ratios.

The applicability of the method is due to the analyticity of the
moment matrix determinant and the locality of its poles.

Once the complex plane has been scanned for zeros by
using the SEARCH subroutine which is the code of abovc
algorithm, the output poles are served as initial guesses i
be improved by calling the NAG library. The called NAC
subroutine is named COSNBF, which is generated based ¢
an iterative algorithm.

The locations of poles for a rectangular plate are given i
Figs. 5(a)-3(d). Only poles in the third quadrant are displaye:
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since any physical pole has a negative real part, and all poles
ire arranged with conjugate symmetry, as deducted from the
conjugate property of the integral equation formulation. The
poles displayed are normalized by the length of the plate and
the speed of light. Each solid line is a trajectory of one pole,
the trajectory is initiated with aspect ratio of 1.0, and stepped
with a size 0.1 in terms of aspect ratio.

Fig. 5(a) shows the pole trajectories with symmetry of
K. = (e,e); K, = (0,0), where ¢ associated with the
real axis is the damping coefficient, w associated the imag-
inary axis is the radian frequency, and /, and /, are defined
as I, = Kb, and I, = K,-a. With this symmetry, the x-
component of currents is symmetric with respect to both the
x- and y-axes. The currents with this symmetry are easily ex-
cited on a plate placed on a ground plane, and illuminated by a
normally incident pulse. This will be discussed further in the
next section. Out of the 11 modes displayed, there are two
special poles whose real parts are diminished as the aspect
ratio is decreased. They are closely related to the thin-wire
counterparts. In the thin-strip limit they go to the first and the
third thin-wire modes. The physical significance of their be-
havior resides in their dominance over the other modes since
they have smaller damping coefficients. In contrast, all the
other modes move in the negative direction as the aspect ratio
is decreased. In other words, these modes imply that the scat-
tered field from the plate is reduced as the plate approaches a
square. The unusual phenomenon is due to a complex induced
current on the plate. Another interesting phenomenon is due
to the fact the third mode-has a “‘loop™ trajectory. The same
natural frequency is reached at two aspect ratios.

Fig. S(b) shows the pole trajectory with symmetry of
Ky = (0,0), K, = (e,e). With this symmetry, the x-
component of currents is antisymmetric with respect to both
the x- and y-axes. It was mentioned previously that the modes
with this symmetry cannot be related to any cylindrical wire
modes since the antisymmetry of the x-component current with
respect to the x-axis cannot be physical in the thin-strip limit.
It is noted that modes belonging to symmetry K, = (e, e);
K, = (0, 0) are identical with those belonging to symmetry
K, = (0,0); K, = (e, e) on a square plate. This identity is
equivalent to the 90° rotation of the coordinate system.

Figs. 5(c) and 5(d) show the results of the other symmetry
cases. The poles for these two cases are located within a less
negative range as the dominant modes have smaller damp-
ing coeflicients. The modes in “‘deeper’ layers have not been
determined.

Each natural mode is a two~component complex-valued vec-
tor function of two variables. Since the poles are distributed on
the left-half complex plane with conjugate symmetry, any ex-
cited mode is accompanied by its conjugate mode. The pure
contribution to the resonance comes from the real pars of
complex-valued amplitudes of currents. Thus only the real
parts of the complex currents solved from the moment matrix
equation, are plotted in a three-dimensional format. The am-
plitude distributions displayed belong to a pair of conjugate
modes.

The three-dimensional plots shown in Fig. 6 are the current
distributions of the first dominant mode with the symmetry
K. = (e, e). K, = (0, 0). The current amplitudes of the two
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Fig. 6. Amplitude distributions of x- and y-components of surface currents
associated with the tirct mode (/, = (e, e) and /,(0, 0), b/a = 0.75 and
sa/c = —0.8087 + j2.51 1.

components distributed on the whole plate are displayed along
the z-axis, and the origin of the x y-plane has been displaced
by one quadrant to make the plots clear. It is noted that the
displayed amplitude values are normalized current densities,
ie.. I, = K, b, and I, = K,-a. The dominance of the x-
component of the current is seen by comparing the amplitudes
of two components of currents. The x-component is almost ten
times larger. The symmetric shape and the edge effect at two
edges of y =0 and y = | are apparently manifested.

Fig. 7 gives the modal current distribution of the first mode
with the symmetry K, = (e, 0); K, = (o, e). Fig. 8 gives
the modal current distribution of the second mode with the
symmetry K, = (0, e); K, = (e, 0). The one-cycle variation
in both the x- and y-directions is very obvious here. The shape
similarity is also observed.

The natural modes are characterized here by the trajectories
and the current distributions. The modes are observed gener-
ally to be consistent with physical expectations. But a good
theory should be consistent with experiment. The next section
gives an experimental investigation into the extraction of nat-
ural modes from a measured response to verify the analytic
results.

V1. EXPERIMENTAL VERIFICATION

The SEM analysis of transient scattering problems is based
entirely on the conjecture that the lare-time scattered field re-
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sponse of a conducting target can be completely represented
by a summauon of damped sinusoid functions. It is thus ex-
tremely prudent to verify experimentally the natural resonance
behavior of a rectangular plate, and at the same time to af-
firm the natural resonance obtained from theory by comparing
them to those extracted from a measured response.

A striking confirmation of the theory is shown in Fig. 9.
This shows the experimental geometry and the measured scat-
tered response of a 4 x 16 in rectangular plate placed per-
pendicular to the ground plane, as received by a monopole.
The coordinate system is chosen as indicated to align the x-
axis along the longer dimension. The external exciting pulse
is perpendicularly polarized. Due to the image effect of the
ground plane, the equivalent dimension of this plate is 8 x 16
in. It is interesting to note that the image plane prevents the
natural modes with symmetries of K, = (e, €); K, = (0, 0)
and K, = (o, e); K, = (e, 0) from being excited. The dot-
ted line indicates the beginning of the late-time portion of the
measured response.

Five natural frequencies have been extracted from the late-
time portion of the measured response using the continuation
method [10], [11]. Out of the five modes, the first two are of
symmetry K, = (0, 0); K, = (e, e), and the other three are
of symmetry K, = (0, 0); K, = (e, e). In order to confirm
the reliability of the experimental result, the late-time response
is reconstructed by using the extracted five modes and com-
pared to the original data. Fig. 9(a) provides a comparison
between the natural frequencies experimentally extracted and
those predicted from theory. The agreement of radian frequen-
cies between experiment and theory is excellent. As we mi:ht
expect, the agreement of damping coefficients is not sar:
ing since the experimental extraction of damping coefficie
is very noise-sensitive. At the same time the available modes
predicted from the existing formuiation are listed in the table
under Fig. 9(b) [8]. We can see that the existing formulation
works equally well for the dominant modes, but there are two
absent modes here which are experimentally measurable.

As the last example, Figs. 10(a) and 10(b) show the ex-
perimental results using a 10 x 4 in rectangular plate. Four
natural modes are extracted from the measured response. and
they are compared with theory. The comparison between the
reconstructed late-time response and the received original re-
sponse implies that more higher order modes are required
to present this response. For the chosen coordinate, only the
modes with symmetries of K, = (e, e); K, = (0, 0) and
K, = (e,0). K, = (o, e) are excited. The first mode is
the dominant mode, and the consistency between theory and
experiment is apparent. The fourth mode is actually the dom-
inant mode with symmetry of K, = (e, 0): K, = (0, ). as
is also well verified by experiment.

VII. CoNcLUSION

A new coupled surface integral equation formulation for
determination of natural frequencies of a rectangular plate has
been proposed. The numerical solutions to this formulation
by the method of moments and extensive numerical results
have been presented. An experiment has been conducted to
verify the natural frequencies predicted by the theory. It seems
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The Scattenng Response of A 8iX16i Plate
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Fig. 9. Experimental measurement and natural mode extraction of the transient scattering response from a 4i x 16i rectangular
plate.

The Scanening Response of A 41X20i Plate

J’l

90
0~
Relauve 104
Amplitude
-104
-0

Relagve

Amplitude

onginsl waveform
——  reconstna tey waveform

12 b i i " — ]

0 1 « ) ] i

Time wn ns
(b)

Expenment Current Theory L.W. Pearson
S, 0264 146 | S5, D264 1545 0285 1SS
S, 0228 459 | S5, 0546 5195, 0590 5O
S, 0107 992| S5, 0609 961 |5, not ava
S¢ 110 619 | S, 1270 622 ]S,  not  avan

Fig. 10 Experimental measuremem and natural mode extraction of the transient scattering response from a 4i x 10/ rectangular
plate.

that the present formulation can predict more higher natural

modes, in addition to the dominant modes, than the existing
formulation [8). Also, no convergence problem was encounted

in the present formulation.
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The Singularity Expansion Method
and its Application to Target Idemtification
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Abstract:

The singularity expansion method (SEM) for quantifying the transient
electromagnetic scattering from targets illuminated by pulsed EM radiation is
reviewed. SEM representations for both induced currents and scattered fields
are presented. Natural-resonance-based target identification schemes, based
upon the SEM, are described. Various techniques for the extraction of
natural-resona: ‘e modes from measured transient response waveforms are
reviewed. Discriminant waveforms for target identification, synthesized based
upon the complex natural-resonance frequencies of the relevant targets, are
exposed. Particular attention is given to the aspect-independent (extinction)
E-pulse and (single-mode) S-pulse discriminant waveforms which, when convolved
with the late-time pulse response of a matched target, produce null or mono-
mode responses. respectively, through natural-mode annihilation. Extensive
experimental results for practical target models are included to validate the
E-pulse target discrimin. tion technique. Finally, anticipated future exten-

sions and areas requiring additional research are identified.
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I. Introduction

The singularity expansion method (SEM) was introduced in 1971 as a way to
represent the solution of electromagnetic interaction or scattering problems
in terms of the singularities in the complex-frequency (s or two-sided-
Laplace-transform) plane [3]. Particularly for the pole terms associated with
a scatterer (natural frequenéies). their factored form separates the depend-
encies on various parameters of the incident field, observer location, and
scatterer characteristics, with equally simple form in frequency (poles) and
time (damped sinuscids) domains. Besides the application to EMP (nuclear
electromagnetic pulse) interaction problems, it was recognized from the begin-
ning that SEM was useful for scatterer identification due to the aspect-inde-
pendent nature of the pole locations in the complex frequency plane.

There has been quite a lot of work done on SEM since the basic structure
was outlined in 1971 [45]. The complete bibliography is far too lengthy to be
included here, but is included in [29). There are several book chapters and
review papers which summarize the major parts of SEM theory (17,19,23,24,45]);
one of these summarizes numerical examples of surface currents {19]. Here we

also mention the early papers which began SEM [3-5].

II. Singularity Expansion of Currents on Scatterers

As in Fig. 1, let there be some finite-size object in free space. While
this is typically taken as a perfectly conducting object with only a surface
current density on the surface S (with coordinate ;s) the results are readily
generalized to volume current density. The general coordinate T is chosen
referenced to the center of the minimum circumscribing sphere (radius a) of
the scatterer for optimum aspect-independent convergence of the poles series
[30,57}.

The incident field is taken as a plane wave with electric field

e L .3

EIn) 2 sy mEF(s)Te !, BN o) -k f(c - 2T (2.1)
o P o c 1%

Y - f, s = complex frequency (Laplace-transform variable)

c - (poeo)'l/2 = speed of light, Il = direction of incidence

Ip = direction of polarization (Ip.il - 0)

f(t) = waveform, ~ = lLaplace transform (two sided)




The surface current density is related to the incident field via an integral

equation
<3, T80 (Fs) > - Eginc)(?s,s) - YS(ES)-E(i“C)(?S,s) (2.2)

Ys(rs) -1 Ts(rs)ls(rs), Y = identity = 11+ 11, + 1,1,

IS(?S) = outward pointing normal to S.

Here we have taken the impedance or E-field integral equation. Any other such

equation will also do since here we are concerned only with the general form

of the solution, rather than numerical computations. The kernel it(?s,?;;s)
here is symmetric and involves the free-space dyadic Green’s function [58].
Denote the symmetric product (no implied conjugation) as < , > involving
integration over the common coordinates.
The SEM form of the solution is
-(s-sa)to

J (T .8) = E z ?<sa>na<Tl,Ip)Esa<¥s)[s-sal‘le (2.3)

+ singularities of f(s) + possible entire function

where only first-order poles have been included, but poles of higher order are

possible in special circumstances [17,24]. We have the terms

<I (2 Psyil @y >-0
t rs’rs’sa 'Js (rs)

a
Sa - -
sa = natural frequency, T, " —:, jsa(rs) = natural mode
-7 I o;'
- a'l "s »
1 < , r’')>
- - ¢ Jsa( S)
11 1)) - - f (2.4)
- - __a_ g - -, 2 -,
<Jg (x); 7s Le(fgrTgis) 11 (X)>
a S=s a
a
= coupling coefficient.
1 -(s-sa)t° Sat
In time domain the poles [s-sa) e are replaced by e u(t-to).

Note the inclusion of a turn-on time to since the definition of t=0 is arbi-

trary (say-a/c, or first arrival at the scatterer) {[30].




While we are not concerned here with numerical computations per se, it is
instructive to think of the general integral equation (2.2) as a matrix equa-
tion (via the moment method) with N expansion and N testing functions [19]
(here chosen symmetrically) as

()@, () = EI"(s)) (2.5)

n,m n n

@,

Then (2.4) becomes

(ztn,m(s"))°(jsn)" - (0, det((Ztn.m(sa))) -0 (2.6)
=(inc)
1 (Etn (sa)).(jsn)a
Ty Ty - : 2 3 .
EE(s) (g ), 76 (2, (s) (g )y
n n.m S=s n
a

Since these terms are experimentally observable and can be obtained from
scattering data [53], then all correct formulations (integral equations or
other) must give the same results., As can be seen in these formulas the S
are aspect independent (i.e. independent of the incident-field parameters),
this being a powerful result which will be discussed later in the context of
scatterer identification. In the context of computations, the determinant
equation in (2.6) gives a means of calculating the S, While one can find the

zeros of de:((zt (s))) b various iterative procedures, there are two power-
n,m
ful contour-integral techr jues involving the argument number (generalized)

and the residue theorem wi .ch rely on the property of the determinant as an
analytic function in the complex s plane [24].

One of the important early SEM results was that the response (2.3)
included no branch integrals provided we are dealing with a finite-size,
perfectly-conducting (or suitable-simple-media) object and the exciting wave-
form had no branch cuts [3,4]. Two-dimensional objects (infinite in one
direction), on the other hand, do have a branch contribution {19]. If the
object is embedded in an infinite lossy medium, there is also a branch cut
introduced [31]). Branch cuts are readily included in the SEM formalism when
needed and can be thought of as a continuous distribution of poles [24].

There is the case of the elusive entire Iunction (or singularity at =).
While this is an area of continuing research, let us briefly summarize what is

currently known. Assume that the turn-on time t in (2.3) is judiciously




chosen so that it {s when or before the incident wave reaches the observation
position on S [19], and no sooner than the earliest time that the pole series
converges [30). The numerical results for step-function incident waves (f(s)
= 1/s) show that no entire function is required in this case for the various
example problems [19]. Furthermore there is no pole at s = 0 due to the lack
of scatterer response there [3]. The impulse (§ function) response is another
matter. As discussed in [40] this leads to an "essential entire function"
related to the physical optics terms. Similarly, if one considers an antenna
(such as a gap in a wire), one can have such an entire function as a simple
additive constant in the input admittance [24,27]. Asymptotic behavior as s-0
and s-= can help in establishing the best form to use [24]. Note that this
entire-function determination is separate from what is the most efficient
early-time representation. Instead of summing up a large number of poles, one
can use a small number of high-frequency terms (GID) involving physical optics
and creeping waves [40].

Mentioning a few related topics, there is the eigenmode expansion method
(EEM) in which the integral operator in (2.2) is diagonalized to give s-
dependent eigenmodes which can be used to order the natural modes [17,24].
This is not unique in the sense that there are various integral equations that
one can w3e, giving different sets of eigenmodes. The impedance integral
equation is of interest, in that one can consider the synthesis of eigenimpe-
dances (shifting natural frequencies by imr .ance loading of the scatterer).
There is also the whole subject of synthesis of equivalent circuits from the

SEM representation of antennas and scatterers ([24].

III. Extension to Scattered Far Fields

Consideration of the currents on the scatterer has already led to the
location of the S, in the s plane (aspect independent) as a useful property
for identification. Extending to the far fields one can ask if there are
other potentially useful properties. Early considerations of this were in
terms of far natural modes [6,15,17,19].

Recently a more complete theory has emerged [58]. The far scattered

field is written in SEM form as

3 - Eo -vr - - - - -1 ‘(S‘Sa)to
Ef(r,s) il 2 E(sa)wacfaur,11)-1p[s-sa] e
2 - - ) _d - - -, 7 ~, -1
W, mw om s s <3 (r) 5 Z.(xr_,r)is) g (x))>
[ gmg a
a




cfa(fr,Il) - cra(Ir)ca(Il) (3.1)

-v 1,7 v 1 %!
a’l S, =, ar s, 2
.Isa<rs)>. Eta(ir) -<fe .Isa(rs>>

EQ(TI) - <Y1e

Tl - I ',IIII' Ir - Y - Irir {transverse identities)

Note the reciprocity relationship

- - - - - - «T
¢ @) =-¢, 1, S A TIp -Cd,.1) (3.2)
a a a

The scattering residue for the Sy pole takes the form of a single dyad (for a

single mode 35 (non degenerate)) which, taken as a 2x2 matrix, has zero
a
determinant, this property being observable in experimental scattering data.

Note that for each pole the polarization of the far field is determined by the
. s t

vector Er (Ir), which in combination with the complex exponential e @

a

gives what can be termed elliptical spiral polarization. This is a charac-

u(t-to)

teristic of the scatterer, not the incident field, and so can be termed a
scatterer polarization vector (as seen at the observer). Referring to Fig. 1,
one can interpret this scatterer polarization as the average direction of the
natural mode currents (lfr) as weighted by the integral with s along the Ir
direction. For long slender objects this gives a simple geometric interpreta-
tion.

Figure 1 gives the unit vectors for incident and far scattered fields.
Note that in the far-field expansion one cannot in general let |s| - = since
the transition from near to far field is in general a function of s. In time
domain this appears in the form of errors in the expression for very small
time changes which do not concern us here.

In terms of coupling coefficients (scalars) we have

ne (Ir, m;I Iy -wi.C (1.1
a a

11 r 1)-1p = far coupling coefficient

- nra(fr,Tm)na(Tl.Tp) (3.3)

W
—
na(Tl.Tp) - 1

a o

p-aa(il) = coupling coefficient

(1 1) = =8 M 1 C. (Tr) = recoupling coefficient
a a




If we normalize Ny S that it has value 1 (and peak magnitude) at Il - Il , 1

- Ip , and similarly for n o then we can have

i1 -1, 1 --.1, , (3.4)

which gives the reciprocity-related result

(n) Ty M, T T
ne (1.1 ne CIpIp) (3.5)

with superscript n denoting the normalized coefficients. Then the normalized

far coupling coefficient is

(n) - - -
~d 1) =n, AT, 0 1) (3.6)

Q

r’ m 1'

For the case of backscattering with measurement parallel to the incident field

we have

nba(llvlp) - ”r ('11 1 )ﬂa(llyl ) -W1 'Cba('llrll)'l

a P P a’p P
Eba(-Il, D - EQ(TI)EQ<11) (symmetric dyad) (3.7)
In normalized form this is
‘“’(1 1) = aP eI M AT - (V1002 (3.8)

a

This is a powerful result in that it implies that one can measure either nén)

(far field) or nin) (on S) and infer the other. Note that this applies for a
case (typical) of non-degenerate modes.

If one has the various polarizations in transmission and reception avail-
able, then one can deal with the scattering residue dyadic. For backscatter-
ing, we have the usual (for radar) h,v coordinate orientations as in Fig. 1.
Then it is convenient to introduce
e (Ip, e d

(3.9)

¢, (I =wi (dp =< d;
a a




In this form the Eb' is what is measurable in (3.1), the normalizat;on
a

constant being an artifice of icaling the natural mode. For non-degenerate
modes this dyad is characterized by a single 2-component (transverse) complex
vector. This is to be compared to the usual case of a backscattering dyad as
a symmetric (due to reciprocity) 2x2 matrix characterized by three complex
numbers.

If there is a modal degeneracy, the situation is a bit more complicated.
This occurs for a body of revolution (C, symmetry) which, it it has a symmetry
plane containing the axis, gives a two-fold degeneracy with symmetric and
antisymmetric parts with respect to the symmetry plane P through the observer.
Then (3.9) generalizes to (5 real numbers)

cba(Il) = CoyiarIpCgy o (1) *+ o Lo (Tpe,, (D
-c AHT_TAHT _(T) + e aAHT._dAHT. _(T,) (3.10)
bsy,a' 1" "sy* 1" "sy*"1 bas.a' 1’"as*"17"as 717 |

In terms of h,v components the 2x2 matrix has (transverse components only)

2
dec(d, (1)) = dec((cf™ (I = e @Apel® @) - A
a n,m h,h v,V h,v
=eo, (dpe,  dp
sy,a as,a (3.11)
er(@y (1)) = eriep® (A0 = (dp + ) dp
a n,m h,h v,v
- cb '(-1.1) + Cb '(-]:1)
sy,a as,a

from which both eigenvalues are readily determined. The normalized eigenvec-
tors are real unit vectors.

The various types of scattering residue dyadics treated in [58] are
summarized in Table 1. Note that further reductions occur for cases where S,
is on the negative real axis of the s plane due to the real-valued nature of
measurable parameters there.

In the context of the far field, the entire function contribution is
further complicated due to the time derivative (or multiplication by s) in
going from currents to far fields. This emphasizes the high-frequency or




fast-time-change (early-time plus possibly other times) part of the scattered
field, where the entire function should contribute most. Appropriate choice
of the incident-field waveform F(t) should suppress this somewhat, say by
beginning the waveform as a ramp function. This requires further investiga-
tion. Note also that as s-+» the far-field approximation breaks down, further
complicating matters. In any event, the pole terms contain the information
discussed here so our concern is being able to find these in the experimental

data.

IV. Natural-Resonance-Based Target Discrimination

The SEM exposed in Sections II and III suggests that the late-time scat-
tered field of a target, interrogated by pulsed EM radiation, can be repre-
sented as a sum of natural-resonance modes. Since the excitation-independent
natural frequencies depend upon the detailed size and shape of the target,
then the full complement of those frequencies is unique to a specific target
and provides a potential basis for its identification. A prominent early
effort to approximate the transient and impulse response of a target was that
of {2]. Here the emphasis was on the early-time (profile function) and late-
time ramp response (polarizability), while the presence of a resonance region
was recognized. This was followed by attempts [8,9,11,12,64] to identify and
discriminate targets by examination of the natural-frequency content in their
pulse-response waveforms. Other efforts on target imaging (10,16,20] were
based upon the broadband transient responses of those targets. These methods
are limited by the low energy content in the late-time transient responses of
practical low-Q targets.

Identification of targets based upon their natural resonances precipi-
tated extensive research on the extraction of natural frequencies from meas-
ured target pulse responses. The first such efforts [13,18) were based upon
Prony's method, but in the practical low signal-to-noise environment only one
or several modes could be reliably extracted using that inherently ill-condi-
tioned algorithm. Various improvements to Prony'’s method included [26], where
an effort was made to identify and exclude non-physical "curve-fitting" poles.
Finally, efforts to overcome the ill-conditioned nature of natural-frequency
extraction from noisy measured data [35,54] exploited the use of multiple data
sets.

Various discriminant waveforms, synthesized to identify a specific target
response from among an ensemble of such returns, have emerged. These are

linear time-domain filters which, when convolved with the target responses to




which they are matched, annihilate pre-selected natural-frequency content of
those responses. The excitation-independent natural frequencies of the |
relevant target can be measured in the laboratory using scale-model targets in
an optimal low-noise environment. The first such synthesized signal was
Kennaugh’s K-pulse [28], defined as that waveform of minimal duration which
would "kill" all the natural modes in the resulting target response. More
recent discrimination waveforms [44,49] are the (extinction) E-pulse and
(single-mode) S-pulse, which are detailed below. The E-pulse is synthesized
to annihilate, when convolved with a band-limited late-time target pulse
response, all natural modes present in that response. The S-pulse is an E-
pulse synthesized to annihilate all but one natural mode of a target, so when
it is convolved with that target response a single natural mode emerges.
Characteristics of the K-pulse and the E-pulse have recently [52] been com-
pared. A similar discriminant pulse {55], based upon natural-mode annihila-
tion, has been conceptualized using a different synthesis scheme. Parametric
modeling methods have also been exploited [25] to identify targets from their
transient electromagnetic returns. Discriminant waveforms for any number of
targets can be synthesized, based upon natural frequenciés measured in the
laboratory, and stored in disk files for subsequent convolution with a meas-
ured target return to discriminate that target. The most recent efforts on
discriminant waveform synthesis [50,53,60,65]) have resulted in methods to
construct those signals directly from measured target response data, without
a-priori knowledge of the natural frequencies. Each of those techniques
ultimately yields the natural frequencies from zeros of the corresponding
discriminant signal spectrum. Synthesis of the E-pulse is detailed below, as
well as its implementation for natural-mode extraction and target
discrimination.

Synthesis conditions for an E-pulse waveform can be easily established.
It has been shown that the scattered field response of a conducting object can
be written in the late-time as a sum of damped sinusoids

N ot

r(c) = % ae n cos(wnt + ¢n) t > tL (4.1)
n=1

where TL is the beginning of the late-time response, a and ¢n are the aspect
dependent amplitude and phase of the nth mode, s = 0 + jw, and only N modes
are assumed excited by the incident field waveform. The convolution of an E-

pulse waveform e(t) having duration T, switch the above response is given by

in




o C
c(t) = nfl’lnli(sn)le n cos(unc +¢n) (6.2)

where ﬁn is dependent on e(t) and

T
E(s) = L(e(t)) = J'°° e(t)e *de (6.3)

is the Laplace transform of the E-pulse. Constructing an E-pulse to produce a
null late-time convolved response, c(t) = 0, is seen to require

E(s)) = E(s:) -0 l<ngN (4.4)

A single-mode extraction signal necessitates the same except for n » m to
leave the mcth @ode "unextinguished” in the convolved response.
The E-pulse 1ls represented as

e(t) = ef(t) + ee(:) (4.5)

where ef(t) is a forcing component which excites the target’s response, and
ee(c) is an extinction component which extinguishes the response due to ef(c).
The forcing component is chosen freely, while the extinction component is
expanded in a set of basis functions

M

e
e (t) = mfl a £ (t) (4.6)

and the synthesis conditions are applied. For an E-pulse designed to extin-
guish all the modes of a target response, (4.4) results in a matrix equation

for the basis function anplitudes

[ Filsp)  Falsp) » = By(sp) ] ey ] P Eiisl) W
. [}
Fylsy) Fo(sy) * + Fy(sy) .2 o Ef(sN) .
Flfst) Fz(sf) ) FM(s{) . EfSSI) :
_ F1Zs§) F(s§) + » Fy(sP) | o LE (s) _

where
F_(3) = LIE()), Eg(s) = Liet(e))

and M =« 2N {s chcsen to make the matrix square. Note that if a DC offset
artifact is present in the measured response the E-pulse can be synthesized to
remove the DC by demanding, in addition to the above requirements, E(s=0) =~ 0.




The matrix equation (4.7) has a solution for any choice of E-pulse dura-
tion. However, for some choices of Te the determinant of the matrix vanishes,
and (4.7) has a solution only if ef(t) = 0. This type of E-pulse is termed a
"natural® E-pulse, while all others are called "forced" E-pulses.

A variety of basis functions have been used in the expansion (4.6),
including §-functions [44,51], Fourier cosines [39)], damped sinusoids [33],
and polymomials [42,43]. While each choice has its own important motivation,

perhaps the most versatile expansion is in terms of subsectional basis func-

tions [49]
g(t-[(m-1]4) (m-1)A £ t < mA
£.(0) = (4.8)
0 elsewhere
so that Te = 2NA and
F(s) = 2%F (s)ed,  z2 -8 (4.9)

giving a matrix of the Vandermonde type. The determinant of this matrix is

zero when

A = BE p=1,2,3,..., 1
“x

A
=
IN
z

(4.10)

revealing that the duration of a natural E-pulse is only dependent upon the
imaginary part of one of the natural frequencies. The minimum natural E-pulse

duration is just

T, = 2N e (4.11)
wmax

where W ax is the largest radian frequency among the modes.

Early researchers interested in experimentally determining natural fre-
quencies concentrated on Prony’s method {13,21,46] but soon found the tech-
nique to be highly sensitive to both random noise and estimates of the number
of poles present in the data (22,25]. In its basic form, Prony’'s method is
inherently an ill-conditioned algorithm [1l], but several recent improvements
have made the scheme more robust [J2] while techniques have also been devised
for estimating pole content [37,61]. A variety of other techniques for
resonance extraction have been introduced, including the pencil-of-function

methods [34,48,59] and several nonlinear [38,47,58] and combined linear-non-




linear (7,14] least square approaches. In addition, Ksienski [41] has out-
lined the benefits of using multiple data sets, while Baum has stressed the
importance of incorporating a priori information about the scatterer [36].

Particularly suited for radar target applications are a group of reso-
nance extraction techniques which synthesize the discriminant waveform direct-
ly from the measured data, and provide the natural resonance frequencies as a
by-product of the algorithm. Several authors have developed algorithms around
this approach {50,60,65] and typical is the E-pulse mode extraction scheme
described as follows.

Let rk(C) represent the scattered field, current or charge response of a
target to an interrogating waveform, measured at aspect angle k, k = 1,... K.
The convolution of an E-pulse for the target with the measured response will
be zero at each aspect angle. Writing the convolution in the time domain and
using the expansion (4.6) gives

2N

T
e , Cender - L [
mfl a fo £,(e)r (c - tde fo

ef(c’)rk(t: .- t')de’ (%.12)

k=1,2,...,K, t>T + T

Lk e
where TLk is the beginning of late-time for the kth measurement and N is the

number of modes expected. Matching both sides of the equation at discrete
times cl’ 2 =-1,2,...,L, yields a matrix equation for the E-pulse amplitudes
ta ). Generally the product KL is chosen to be greater than 2N, so that the
matrix equation is overdetermined, and a solution is obtained using least
squares and the singular-value decomposition. Once the E-pulse waveform is
determined, the natural frequencies in the measured response can be determined
by solving for the roots (sn) to E(s) = 0. That is, if the convolution of
rk(t) and e(t) is zero, E(s) must be zero at the complex frequencies compris-
ing rk(t). If subsectional basis functions are used in the E-pulse expansion,
and the forcing function is chosen to be an identical subsectional function,

then by (4.9) the solutions to E(s) = 0 are merely the roots of a polynomial

equation
2N+1 m
Z al =0 (4.13)
m
m=1
where Tynal is the amplitude of the forcing pulse.

The above scheme is found to be quite insensitive to both the presence of

random Gaussian noise and to estimates of the modal content of the measured

11




data, if the proper E-pulse duration is used. See [53] for typical results
using measured data. Incorporating multiple aspect data is important, as the
modal amplitudes (an) are highly aspect dependent--some modes may not be
excited at certain aspects.

Empirical results show that if T, is chosen to be less than the minimum
natural E-pulse duration (4.11) the resulting E-pulse is highly oscillatory
with a majority of its energy above ©pax f{42) and poor results are obtained in
the presence of random noise. It is tempting to solve (4.12) in the least
squares sense and choose the E-pulse duration which produces a minimum error,
but this approach is often misleading. For certain values of Te a good solu-
tion to (4.12) may produce solutions to (4.13) which are poor approximations
to the actual resonant frequencies present in rk(t). This dilemma can be
resolved by choosing the value of T: which results in the solution to (4.13)

which best reproduces the measured data; i.e., '1‘e is chosen to minimize

1 - 2
e =% ¢ =32 Ple, (2) - e () ]| (4.14)
” k K ek k k
where ek is the late-time energy in tk(t), rk(t) is the reconstructed waveform

A

~ . N A Onc A -
rk(t) - anke cos(wnt + ¢nk) (4.15)
n=-1
and the norm is over the late time t > TLk + Te. Here (sn ~o, t jw,) are the

solutions to (4.13) while (ank’ énk} minimize fx with Te and (sn) fixed.
Interestingly, an E-pulse duration found in this manner very often approaches
that of a natural E-pulse (4.10), suggesting that the naiiral E-pulse is

optimum for target discrimination in the presence of random noise.

v. Experimental Validation of the E-pulse Method

The E-pulse radar target discrimination scheme has been successfully
demonstrated on numerous occasions using measurements taken on a ground plane
range [44,49,63]. Recently, a time domain anechoic chamber has been imple-
mented at Michigan State University for the purpose of demonstrating the E-
pulse technique in a free field environment. The chamber allows a simulation
of the free-space r..lar environment where realistic scale-model targets can be
illuminated at arbitrary aspect and polarization.

The chamber is 24’ long by 12' wide by 12' high and is lined with 12"
p-ramid absorber. A pulse generator provides a half nanosecond duration
pulce to an American Electronic Laboratories model H-1734 wideband horn (0.5-6




GHz) which has been resistively loaded to reduce inherent oscillations, and
the field scattered from a radar target is received by an identical horn. A
waveform processing oscilloscope is used to acquire the received signal and
the data is then passed to a microcomputer for processing and analysis.

Accurate discrimination among eight different target models at a variety
of aspects has been demonstrated using the free field range. The targets,
shown in Fig. 2, include simple aluminum models as well as detailed cast-metal
models, and range in fuselage length of from six to eighteen inches. Fig. 3
shows the responses of the big F-15 and A-10 target models measured at a 45°
aspect angle (0° aspect is nose-on to the horns), with the early and latz-time
portions of the responses indicated. Note that the late-time period begins at
different times for the two targets, due to their dissimilar sizes. E-pulse
waveforms have been constructed to eliminate all the modes of each target
using the E-pulse mode extraction scheme with measurements from five differ-
ent aspect angles. These waveforms are shown in Fig. 4.

Discrimination between the big F-15 and the A-10 can be accomplished by
convolving the E-pulses with the measured responses, and observing which E-
pulse produces the smallest late-time output. First assume the 45° response
of the big F-15 is from an unknown target. Figure 5a shows the convolutions
of the two E-pulses with this response. Clearly the big F-15 E-pulse produces
the smaller late-time signal, and thus the response is identified as coming
from a big F-15 aircraft. For the complementary situation, assume the 45°
response of the A-10 is from an unknown target. Figure 5b shows the convolu-
tions of the E-pulses with this response. 1In this case the A-10 E-pulse
produces the smaller late-time signal, indicating the response is from an A-10
aircraft.

As the number of prospective targets becomes large, a visual inspection
of the convolved outputs becomes more subjective, and eventually impractical.
A scheme has therefore been devised to automate the discrimination decision.

Ideally, if the E-pulse convolutions were uncorrupted, the energy ratio

T
ITLEE Cz(t)dt

LES
E = T (5.1)

J.E e?(t)de

would be zero only for the correct E-pulse. Here c(t) . the convolution of

the E-pulse e(t) with the measured response, and TLES is the earliest time at




which the unknown target convolution is CERTAIN to be a unique series of

natural modes

T - Te + 2Tr (5.2)

LES
where T. i{s the one-way transit time of the largest dimension of the target
corresponding to the E-pulse. (The largest dimension must be used since the
target aspect is unknown.) The end of the energy window, TLEE’ is chosen so

that the window width, T is the same for all convolutions.

LEE TLES’

To show that successful discrimination is possible regardless of target
aspect, E-pulses for the eight targets have been convolved with the responses
of the big F-15 measured at five different aspect angles from 0° (nose-on) to
90° (broadside). The energy ratio (5.1) has been plotted as a function of
aspect angle in Fig. 6 for each expected target. It is obvious that for all
aspects tested the big F-15 produces the smallest late-time convolved
response, with a minimum 10 dB difference in late-time energy. Thus, the big
F-15 is identified from .~)ng all the possible targets at each aspect angle.

Finally, discrimination among all eight targets can be demonstrated when
any of the eight is the unknown target. Table 2 shows the energy ratios (5.1)
obtained by assuming that each target in turn is the unknown target and con-
volving the E-pulses for each of the eight expected targets with the response
of the unknown target. Here the target responses were all measured at 45°
aspect. Accurate discrimination for each target is indicated by the minimum
energy ratio being due to the E-pulse of the unknown target. For example, the
convolution of the F-18 E-pulse with the F-18 response produces a late-time
energy 29.8 dB below that produced by the convolution of the medium 707 E-
pulse with the F-18 response, and 15.3 dB below that produced by the convolu-
tion of the B-1 bomber E-pulse with the F-18 response.

VI. Extensions and Implementation

The theoretical basis for the application of SEM concepts to aspect-
independent target identification/discrimination is rather well established
and the feasibility of the E-pulse scheme has been well verified in the
laboratory with scale models of various aircraft as described in this paper.
A possible radar system based on the E-pulse techniques has been discussed
previously [44]. To advance this scheme to practical application, there
remain scme major tasks to be investigated: (1) the design of optimal trans-

mitting and receiving antennas and associated optimal waveforms, (2) cthe




generation of high power EM pulses, and (3) the refinement of the E-pulse
synthesls technique.

Concerning the first task of the antenna and waveform design for this
system, there is very little work done. Considering various aircraft targets,
major resonant mode frequencies are of the order of a few to tens of MHz,
implying pulse widths in the range of ten to a hundred or so nanoseconds to
maximize energy content at these frequencies. To radiate and receive this
pulse waveform, various antenna elements such as tapered and resistively
loaded dipoles, radiating transmission line antennas and TEM horn antennas,
etc. should be investigated. An array of these elements could be used to
increase the signal strength and provide some beam steering capability. Two
or more such arrays, sufficiently separated, might be used to give more accu-
rate location of the target. Alternatively, one might combine such an array
with a more traditional radar designed for high spatial resolution. It is
also worthwhile to look into the possibility of modifying the antenna systems
of existing radar systems such as over-the-horizon radars which utilize a
similar frequency band.

There are other types of transmitted waveforms which may warrant con-
sideration for the E-pulse radar discrimination scheme. Since the transmitted
radar signal is intended to excite the resonant modes of the taréet, a wave-
form comprising a set of damped sinusoids resembling the target's resonance
modes may be transmitted instead of a pulse. Another interesting waveform may
be a set of cw sinusoids of different frequencies and finite durations to be
transmitted simultaneously to excite a set of selected resonant modes of the
target. Of course, the antenna design will be affected by the type of trans-
mitted waveform.

Regarding the second task of the generation of high power EM pulses,
there are indications that some types of high power EM pulse sources are
already available, developed in other fields such as for the electromagnetic
pulse.

Finally, the task of refining the E-pulse synthesis technique seems a
never ending effort. Even though we and other researchers have studied this
topic for many years, an optimal synthesis technique has yet to be developed.
The synthesis technique ircludes an accurate extraction of the natural fre-
quencies of the target from its measured pulse response, and the synthesis of
an optimal E-pulse waveform which provides the most sensitive discrimination

capability as well as the most robust noise tolerance.
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Before ending this paper, two questions raised by a reviewer are
answered: (1) The E-pulse technique is designed for non-cooperative target
recognition. When it is used for IFF purpose, some unfriendly targets with
unknown structure information can only be identified as unknown targets, (2)
the E-pulse technique will be affected by a shift in the target’'s resonance
frequencies. However, the shift due to target motion is extremely small (in
the order of v/c where v is the target speed and c the speed of light) and
that due to target deformation can be taken into account for if the type of
deformation is known teforehand.
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E-Pulse BF135 MB707 B1B SB707 F18 TB747 SF15 A-10

Target

Response

BF15 -25.7d8 -11.8 -11.0 -6.9 -8.5 -0.8 -3.1 0
MB707 -20.0 -32.0 -16.9 -9.1 -9.6 -3.3 -4.8 0
B1lB -11.2 0 -23.4 -7.7 -7.0 -4.5 -3.1 -1.3
SB707 -16.7 -0.8 -20.1 -25.1 - 8.0 0 - 2.5 -3.8
F18 - 7.1 0 -14.5 -2.6 -29.8 -11.8 -1.9 - 4.6
TB747 -10.5 - 0.1 -5.0 0 -6.0 -21.5 -3.0 -1.5
SF15 -4.5 -17 -6.2 -4.3 -55 -2.2 -11.4 0
A-10 -9.2 -2.9 - 0.8 0 -4.9 -10.9 -6.8 -17.6

Table 2. Late-time energy in the convolutions of various E-pulses with
responses of various targets at 45° aspects.
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Appendix 10

NOISE CHARACTERISTICS OF THE E-PULSE TECHNIQUE
FOR TARGET DISCRIMINATION

W. M. Sun, K. M. Chen, D. P. Nyquist, and E. J. Rothwell

Department of Electrical Engineering
Michigan State University, East Lansing, MI 48824

Abstract--In previous papers, the E-pulse technique for radar target discrimina-
don has been proposed and shown to be aspect ir.dependent. This paper presents the
results of investigation on the noise characteristics of the E-pulce icchniquc. An error
estimate is derived for exwacting natral frequencies from measured responses by a
least-squares formulation. The signal-to-noise ratios of a target response before and
after the E-pulse convolution is analyzed. It is shown that the S/N ratos of a
response can be enhanced about 20 dB by the E-pulse convolution. Also presented is
the experimental verification of the large enhancement of S/N ratos after the E-pulse

convolution by using scale airplane models.

I. Introduction

The development of new radar target discrimination sciemes has received consid-
erable attention recendy [1-4]. In previous papers, the E-pulse technique has been
proposed and applied successfully to various simulated targets, such as wire structures
(3,5), conducting plates (6] and scale airplanc models [3,4,7]. One of the most
encouraging attributes of the technique is its aspect independence, as demonstrated by
experiments (7]. But before the scheme is put into practice, its noise performance has
to be considered.

This work was supported by DARPA and ONR under Contract NOOO-14-87-K-0336.




The E-pulse technique consists of synthesizing discriminant signals, including the
Extinction-pulse (E-pulse) and single-mode extraction pulses (S-pulses), based on the
natural frequencies of a target, and convolving those signals with radar returns from
the targets to be discriminated [4]). When the discriminant signals of a target are
numerically convolved with the late-time response of the expected target, zero or
single-mode late-time responses are produced in the convoived outputs. However,
when the discriminant signals of a target are convolved with radar return from a
different target, the convolved outputs are significantly different from zero or single-
mode responses in the late-time period.

This paper explores several aspects of noise characteristics of the E-pulse tech-
nique for target discrimination. First, a fairly good error estimate is sought for extract-
ing the natural frequencies from a measured target response by a least-squares method.
This estimation is based on a small perturbation model. Then the convolution of a
target’s response with its corresponding E-pulse, which is synthesized based on the
noise perturbed natural frequencies, is evaluated. The visible variation of the E-pulse
waveform to the perturbation of the natural modes reflects the E-pulse’s potential in
discrimination between similar sized targets, and it suggests the necessity for extrac-
tion of natural frequencies from scale models in a laboratory environment. Thereafter
the analysis on the signal-to-noise ratios is performed for a target’s response before
and after the E-pulse convolution. A more than 20 dB enhancement of S/N ratio
results from the E-pulse convolution. The last section presents the experimental

verification of the noise performance of the E-pulse convolution.

II. Error Estimation on the Extraction of Natural Modes

The implementation of the E-pulse target discrimination scheme, which is based
on natural resonances of the target, needs accurate information about the natural fre-
quencies of a target. Unfortunately, for most realistic targets, theoretical and numeri-
cal determination of the natural resonances is impossible. Thus, the determination of
natural modes requires extracting the natural frequencies from measured responses of a

scale model. Since no experimental measurement can avoid envirenmental noise, it is




prudent to obtain an error estimate of the natural frequencies extracted from the noise
contaminated measured responses.

Various numerical algorithms have been reported to extract the natural frequen-
cies of a target from measured responses [8-10]. The most popular technique is the
least-squares formulation, including minimization of a regularized ill-conditioned
least-squares equation {9] and minimization of the energy [10] in the late-time portion
of the convolution between the measured response and the E-pulse waveform. The
least-squares problem is a nonlinear one, so a strict error estimation is rather difficuit.

To make the problem easier, only a linearized error estimation is pursued.

A fundamental assumption regarding a transient response of a target is that the
late-time part of the response can be represented by a sum of damped sinusoids {11].
The target response can consequently be modelled by the fitting function

N
g(x,t)=Y ane™ cos(Wyt + ¢,) N

e
where x is the vector of fitting parameters
X = [dy,...,aN: Gy . - - ON; O, - - - 0N Oy, - - -, ONIT (2)
The measured time-sampled data is written in a vector form
h
f
F=1 3)

ifMG
and the fitting functon is sampled into a vector at the same time instants as the meas-
ured data

g(x.,5)
Gxy=| . | (4)

g(x;tM)




The function to be minimized is given by the sum of the squared residues

M
K = < T - sxa’ = %(F -GY(F -G) 5)
o=l

where T denotes the transposition of a matrix, and the derivative of (5) is denoted as

F 3 1
a—xlh(x)

Dh(x) = . . (6)

d
L axw

A(x) J

The j’th component of (6) can be written in an explicit form as

(Dhx)); = a%,"“’ - g - g(xx;»(—a%g(w)
so that
Dh(x) = DG'(x) (G(x) ~ F) (M
The requirement for minimization of the function A(x) is thus

Dh(x) = DG'(x) (G(x) - F) =0 (8)

Now if an error is somehow introduced in the sampled data, the regression
parameters of x will be slightly different. Assuming that x, is the solution with sam-
pled data F, and that x, is the soluton with sampled data F,, (8) is satisfied for both

x; and x,.
Dh(x,) = DG'(x)) (G(x)) - F}) =0 9)
Dh(x;) = DG'(x,) (G(x) = F) = 0. (10)
Subtracting (10) from (9) yields
DG'(x,) (G(x,) = F}) = DGT(x9) (G(X) = F3) = 0 (11)
An cquivalent form is provided by

[DGT(x,)-DGT(x))(G(x,)-F,] + DGT(x)(G(x,~G(xy) + Fy=F ] = 0. (12)




An exact estimate of the difference between x, and x, is difficult, but if the per-
turbation of the sampled data is small, an approximate estimate based on (12) can be
constructed. Now the second-order derivative of the fitting function vector is used to
represent the differences of both the fitting function and its first order derivative

DGT(x,)-DG'(x) = D*G"(xy) (x1 - X)) (13)
where DG is a three-dimensional matrix and
Gx) = G(x) = DTG(xs) (%1 = ) + 5 DDTGx)x, = xp)(xy = %2) (14)
Then, (12) results in
D*G™(xp (x; — x,)0(G(x,) = F}) + DGT(x,)[ DTG (x)(X{ = x5)
+ % DDTG(x;)(X, = X;)(X; = X;) + Fy = Fy] = 0 (15)

It is assumed that the perturbation of sampled data is small, that is

WFy = Fyl
WF I

By ignoring the higher order perturbations, (15) is linearized into a form
DGT(x,)[ DTG(x)(Xy = %) + Fo = F|1 =0 (16)
An estimate for x,-x, is thus given by
X1 = X3 = [DG'(xy) D'G(x)I" DGT(x2)(F, = Fp) an

It should be pointed out that (17) is created based on the squared-error function
(5), but the function often used in numerical algorithms is a regularized cost fuction
h(x), defined as

h(x) =

-

M 2, 1 i 02
T2 - g(xa)l” + 3 (1=-1) Tk ~ x;]
=l -l

-;—t(F-G)T(F-G)*";-(l-T)(X-!o)r(x‘xo) : (18)




where x, is a known vector. . Here t=1 gives the original minimization problem,
while © < 1 provides a better conditioned, regularized problem. Solving a series of
problems with t progressing from 0 to 1 is called a continuation method. It is easy to
show the error estimate of (18) is

Xy = X5l S ITDGT(xp) DTG(xy) + (1=0) T DGT(xy)ll I(Fy = Fl
= |ISIl IFy = Fl (19)
with / the unit matrix and S defined as:

S =1 [DG'(x) DG(x-) + (1-1) I T DGT(x,) (20)

Fig. 1 shows the norm of the matrix . aen the G(X) is a three-mode fitting func-
tion for the impulse response of a 30 cr thin wire. The impulse response is con-
structed based on the first five natural mades of the thin wire which has a 60° aspect
angle w.r.t. the direction of the incident wave. The M associated with the x axis is the
length of the vector F. Fig. 2 is the same plot as Fig. 1 except five natural modes are
sought in the fitting function of G(x). It is seen that the norm of the matrix § is
increased as t approaches unity. The norm of S is much bigger when five modes are
expected. This implies that when more than a resonable number of modes are
expected we may have poor results with some bad modes, though the rest are quite
accurate. The oscillations of the curves with t close to 1 reflect the ill-conditioned
nature of the original least-squares problem since when t =1, while the regularized
equation reduces to the original 'east-squares problem. The norm of S is only the
maximum error estimate for the extracted natural frequencies. The practical applica-
tion of the least-squares method to (5) can resuit in much smaller error.

To see how the extracted natural frequencies can be shifted when the sampled
data is perturbed, Table 3.1 lists the first five natural frequencies of a 30 cm thin wire
extracted from an impulse response of the thin wire by means of a continuation
method. The impulse response is constructed based on the first five natural nodes. It
is seen that when the standard deviation of the added white uniform noise is less than
10% of the maximum amplitude of the data, the extracted modes are fairly close to the
true values.’




II. The E-Puise Convolution With Natural Modes Perturbed

As most practical E-pulses are synthesized based on the extracted natural frequen-
cies, it is appropriate to ask the question of whether the E-pulse can climinate the
natural resonances of late-time response scattered from an expected target, or how the
E-pulse convolution wiil be affected by the shifting of the expected natural frequen-
cies.

The convolution of an E-pulse of duration T, with the scattered field response
from a target is represented by (7]

c(t) = % aE(s)l e™¥cos (Wt +y,)  t>Ty (21)

where the Eis) is the spectrum of the E-pulse given by

- T.
E(s) = ![ et e dt = ! e(t) e dt (22)

and E(s,) is E(s) evaluated at s, where s, is the n’th natural frequency of the target.
Now assume that a target is characterized by the natural frequencies sy, - - - , sy
while the extracted natural frequencies from its scattered response are sJ, - - - , .

The E-pulse synthesized for this target satisfies

T, i
E(s% = t[ e e dt=0 (n=12,..N) (23)
But the spectrum of the E-pulse is not zero at frequencies of sy, - - - ,sy. Conse-

quently the late-time convolution of c(¢) of (19) is not zero. The error can be
estimated as follows. Define

5p = 50+ As, (n=1,2,...N) (24)
and suppose that the extracted s is very close to the true value of s,. If the relation-
ship

as, T, < | (=1,2,...N) (29




holds, then (22) can be approximated as

E(sy) = EGY) + A s, % E(s)lg
=As, 2 ED) (26)
ds

Thus the convolution of the E-pulse with a late-time scattered response from an
expected target has a nonzero amplitude of
N d s
o(n) = E',l aylAs, == E(s%) e™cos (@, + ,) t>T, @n
If the differences of As,,... , Asy are sufficiently small, the late-time convolved output is
negligible.

In the preceeding section, it is shown that the extracted natural frequencies will
be perturbed if the experimental data is contaminated by noise. Since the synthesis of
the E-pulse is based on the natural frequencies extracted from measured responses, the
extracted frequencies are always perturbed from the exact frequencies. To view the
tolerable range of the perturbation on the natural frequencies, a numerical experiment
is performed on the impulse response of a thin wire.

Fig. 3 shows the backscattered impulse response of a thin wire oriented 45° w.r.t
the incident wave. The impulse response is constructed with the first five modes. It is
observed that the early-time part of the impulse response is oscillatory. This early-
time response is faulty because an early-time response of a target can not be con-
structed with a sum of natural modes with the second-kind coupling coefficients. We
have ignored this faulty early-time response, since only the late-time response, which
is correct as depicted in Fig. 3, is needed for our analysis.

The first five natural frequencies are then perturbed by white Gaussian noise with
various deviations. This perturbation is directly applied to the narural frequencies.
Subsequently, the E-pulses are synthesized based on the noise perturbed natural fre-
quencies. Thereafter, the synthesized E-pulses are convolved respectively with the
impulse response of the thin wire shown in Fig. 3. The convolution result is shown
in Fig. 4. It is obvious that when the noise perturbation is more than 5%, the




convolved responses in the late time are significantly different from the expected null
response. Fig. S shows the various E-pulses which are synthesized based on the noise
perturbed natural frequencies of the thin wire.

It is observed that the E-pulse synthesis and the E-pulse convolution are quite
sensitive to the perturbation of the natual frequencies. These results consequently
suggest that the natual frequencies must be extracted from scale-model targets in a
noise-controlled laboratory envirenment. However, it should be remembered that this
sensitivity of the E-pulse to the perturbation of the natural modes provides the E-pulse
technique with the potential to discriminate two similar sized targets.

It is interesting to note that if the natural frequencies of a target are assigned to
be second order zeros of E(s), so the derivative of the E-pulse compiex spectrum is
also zero at any natural frequency of the target, then the convolved output of (27) will
remain zero. However when discrimination between two targets whose natural fre-
quencies are located close to each other in the complex plane is desired, the

difference between two late-time convolved outputs may not be large enough.

IV. Noise Performance of The E-Pulse Convolution

This section is devoted to identifying a statistical noise estimate when the E-puise
technique is applied to the scattered response contaminated by noise. As a prelim-
inary analysis, only white additive stationary noise is considered.

When zero-mean stationary white noise of n(r) is considered, it is mathemaﬁéally
implied that (12]

E,n(n] =0 (28)
N,
Ry(T) = -2—°8(r) (29)
and

5. = =2 (30)
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where E denotes the mean, R denotes the autocorrelation function, S denotes the
power spectrum of the noise and Ny is the amplitude of the power spectrum. Now a
target’s response contaminated by noise is assumed to be

r(t) = rt) + n(e) 310
with ro(r) being its uncontaminated response. The convolution of the response (31)

with an E-pulse waveform is given by

ct)y= | «f) (e =7)dl

Py

T, T,
e(f) rolt — 1) df + t[e(r’) n(e=)del = co(t) + t[e(/) n(e~r)de (32)

Ay, N

The mean of the E-pulse convolved response is given by

T,
Elc(s)] = Elco(n)] + E[ t[ e(?) n(e-0)dr'] = colt) (33)

and the autocorrelation function is evaluated as

R.(t), t) = E[ c(t))c(sy) ]

T

= co(ty)colts) + co(tl)t[e(() Eln(ey~0)) df

T, T, T,
+ colty) !e(/) Eln(t,~0)) df + t[e(z’) & ! e(?) EIn(e,=0) n(ey=r)] df (34)

Using (28) and (29) leads to

T,

N - - -
2 e(r) df !e(:) S(#y=1 = ty+e) dt

R.(t1, &) = colt))co(ty) + =

Z

Py Oy

0

= co()co(ey) + —2— e(r) e(ty-ty+0) df 35)
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The variance of the E-puise convoived response takes the value of

c*()) = R(s, 1) = E¥c(n)]
_Mo M p
== t[ez(:') df = — P, (36)

where P, is the energy contained in the E-puise waveform.

The noise model used here is an ideal one. More practical would be white noise
band limitted by the band-width of the system being considered. As an example, an
ideal low-pass system is considered. Its transfer function is

{1 Ifl<W
0 elsewhere

Then, the power spectrum of the noise output from system is
N
Suf) = 7"- WP (38

and the associated autocorrelation function is

No G .
R = = [ IW(f ) exp(=j2nft) df

= wN,Sin2rwt
No 2nWt (39)
while the variance of the noise is obtained by
0% = Ry(0) = EIn()] = R,(0) = WNy (40)

With (34), the autocorrelation function of the E-pulse convolved response for the case
of band-limited white noise can be shown to be
. SIn2RW(t,~ty+f~1) .

T,
Rf, t2)=c0(t1)c0(rZ)+WNogc({)dt’ l[e(:) PTTR— dt (41)
=T

The variance is deduced from (41) as

T T,

a? = R (1) = WN, g e(f) df A’ e() %d; (42)
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If the noise is specified with a standard deviation, then the parameter N, can be
obtained with the help of (40) as long as the system bandwidth is given. The signal-
to-noise ratio before the E-pulse convolution is provided by

(SINYo = 101og,o.'__Ql;' (43)
WN,

while the signal-to-noise ratio after the E-pulse convolution can be evaluated from

=
(S/N)l = lOIOgIQ T, T, I 0’ " (44)
WNa et dt [e(i sin2ntW :’_—t di
o!e( ) !e(r) —4—-12nw( o

where the bar denotes the average in a time period.

The behavior of the noise performance of the E-pulse convolution is described by
Figure 6 in which the signal-to-noise ratios are compared before and after the convoiu-
ton of the noise-contaminated impuise responses of a thin wire with its E-pulses. The
signal-to-noise ratios for different aspect angles are evaluated with (43) and (44). The
noise deviation associated with the x axis is the percentage of the maximum amplitude
in an impulse response. The 8 is the angle between the wave incident direction and
the thin wire axis. An ennhancement of about 20 dB after the E-pulse convolution has
been achieved.

V. Noise-Testing on Experimental Data

In the preceeding analysis, only the constructed thin wire responses are used as
examples. But the analysis is applicable to any response. To show the applicability,
extensive experiments with measured responses rom airplane models have been con-

ducted. However only a few examples can be shown.

In the experiments conducted, very noisy radar responses are created by adding
extra white Gaussian noise to the measured responses of the targets. These noisy
responses are then convolved with the E-pulses of the targets. It is found that the E-
pulses are stll effective in smothering the noise and are capable of discriminating
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between the expected and unexpected targets from these noisy responses.

Fig. 7.a shows the pulse response (the response excited by an incident Gaussian
pulse) of a B-707 aircraft model [3] measured at 90° aspect angle, without extra noise
added. Fig. 7.b is the convolved output of the pulse response of Fig. 7.a with the E-
pulse synthesized for the B-707 model. As expected, a very small output is produced
in the late-time portion of the convolved response. This identifies the pulse response
of Fig. 7.a to be from the expected B-707 model target.

Subsequently, a noisy response is generated by purposely adding Gaussian white
noise to the measured pulse response of the B-707 model shown in Fig. 7.a. The stan-
dard deviation of the noise is as large as 20% of the maximum amplitude of the meas-
ured response. The noise contaminated response is shown in Fig. 8.a. When this
noisy pulse response of Fig. 8.a is convolved with the E-pulse waveform of a B-707
model, a satisfactory convolved output, as shown in Fig. 8.b, is obtained. This con-
volved output resembles that of Fig. 7.b. The late-time response still remains small.
The signal-to-noise ratio is enhanced from -1.12 dB to 23.7 dB after the E-pulse con-
volution. This confirms that the B-707 model may be identified from the noisy pulse
response of Fig. 8.a.

Next, an attempt is made tc discriminate an unexpected F-18 target model by
applying the E-pulse for the B-707 model to the noisy pulse responses of the wrong
target. Fig. 9.a is the pulse response of the F-18 model measured at te same aspect
angle of 90° without extra noise added. When the response of Fig. 9.a is convolved
with the E-pulse of the B-707 model, the convclved ountput is shown in Fig. 9.b. It is
seen that a relatively large late-time response is obtained. This is the indication of the
wrong target.

As done previously for the response of the B-707 model, the pulse response of
an F-18 model is contzminated with white Gaussian noise. The siandard deviation is
kept to be 20% of the maximum amplitude of the measured response of the F-18
model. Fig. 10.a shows the resulting waveform. The noisy pulse response of Fig. 10.a
is subsequently convolved with the E-pulse of the B-707 model. The convolved out-
put is shown in Fig. 10.b. As compared to the result of Fig. 9.b, the convolved output
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of Fig. 10.b presents a relatively unchanged early-time response followed by a still
large and somewhat noisy late-time response. This late-time response is sufficiently
large to indicate that the noisy pulse response of Fig. 10.a is scattered from an unex-
pected target other than the B-707 model. In this case the signal-to-noise ratio is
enhanced from -2.43 dB to 30.1 dB after the E-pulse convolution.

VL Conclusion

Several aspects concerning the noise characteristics of the E-pulse technique for
radar target discrimination have been investigated. An error estimate on the extraction
of the natural frequencies of a target from measured responses has been given. It has
been shown that if a set of natural modes of a target is perturbed more than 5%, the
corresponding E-pulse waveform and the consequent convolution are significantly
different. This property provides the E-pulse with the potential to discriminate two
similar sized targets, and strongly suggests that the extraction of the natural frequen-
cies from measured responses must be done on a scale model in the laboratory
environment. Also, the signal-to-noise ratio of a response has been demonstrated to
be enhanced 20 dB by the E-pulse convolution. Thus the noise insensitivity of the E-
pulse convolution has been demonstrated.

Experimental results with the measured responses from scale airplane models
have verified the analysis in the paper. The scattered responses from two similar sized
airplane models with 20% extra white noise added can be used to discriminate the tar-
gets.
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Table 1 The first five natural frequencies of a 30 cm thin wire extracted from its
impuise response via a continuation method. The impulse response is constructed with
the first five modes and is contaminated with an uniform white noise.

Fig. 1 The norm of the mawix § (log,,) when three modes are extracted from an
impulse response of a 30 cm thin wire ( 8 = 60°)

Fig. 2 The norm of the matrix S (log,;) when five modes are exmracted from an
impulse response of a 30 cm thin wire ( 8 = 60° )

Fig. 3 The impulse response of a 30 cm thin wire with a 45° angle w.r.t to the
incident direction of the exciting wave.

Fig. 4 The impulse response ¢ a 30 cm thin wire ( 8 = 459 ) is convolved with
the E-pulses which are synthesized based on the noise-perturbed natural frequencies
of the thin wire.

Fig. 5 The E-pulse waveforms synthesized for'a 30 cm thin wire based on its

first five' nawural frequencies. The five namral frequencies are perturbed with Gaussian
white noise. :

Fig. 6 Comparison of the signal to noise ratos before and after the impulse
responses of a 30 cm thin wire are convolved with its E-pulse. The first five natural
frequencies are used to construct the impulse responses and to synthesize the E-pulses
of the thin wire.

Fig. 7 (a) The measured scarered waveform of B-707 model at aspect angle of
90% (b) its convolved response with the E-pulse waveform of B-707 model

Fig. 8 (a) The noise contaminated (20% of maximum amplitude) scattered
waveform of B-707 model at aspect angle of 90°% (b) its convolved response with the
E-pulse waveform of B-707 model

Fig. 9 (a) The measured scattered waveform of F-18 model at aspect angle of
90°% (b) its convolved response with the E-pulse waveform of B-707 model

Fig. 10 (a) The noise contaminated (20% of maximum amplitude) scattered
waveform of F-18 model at aspect angle of 90% (b) its convolved response with the
E-pulse waveform of B-707 model




mode # theory no noise 5% noise 10% noise

A -0.2601+j2.906  -0.2601+j2.906  -0.2595+j2.901  -0.2667+j2.894

S, -0.3808+j6.007  -0.3808+j6.007  -0.3862+j6.051 -0.3912+j5.988

S5 -0.4684+j9.060  -0.4684+j9.060 -0.4136+j8.960 -0.2322+j9.193

S4 -0.5381+j12.17  -0.5415+j12.17  -1.1178+j12.02  -0.4702+j13.40

Ss -0.5997+j15.24  -0.5997+j15.25  -0.4716+j14.98  -0.6789+j15.09
Table 1 The first five natural frequencies of a 30 cm thin wire extracted from its

impulse response via a continuation method. The impulse response is constructed with

the first five modes and is contaminated with an uniform white noise.
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20 §2=-0.3808+j6.007
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S4=-0.5381+j12.17
S§5=-0.5997+j15.24
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Fig. 3 The impulse response of a 30 cm thin wire with a 45% angle w.r.t. to the
incident direction of the exciting wave.
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Fig. 4 The impulse response of a 30 cm thin wire ( 8 = 459 ) is convolved with the

E-pulses which are synthesized based on the noise-perturbed natural frequencies
of the thin wire.
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Fig. 6 Comparison of the signal to noise rados before and after the impulse responses
of a 30 cm thin wire are convolved with its E-pulse. The first five natural frequencies
are used to construct the impulse responses and to synthesize the E-pulses of the thin
wire.
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ABSTRACT

This paper introduces an approximate but camputaticnally simple technique
for calculating the natural current and backscattered field respanse of an
arbitrarily shaped thin wire scatterer. A simple one-term resonant current
2pproximation is shown to yield excellent results for the natural frequencies of
perturbed straight wires and circular loops. Comparison with the measured
current response of a campound wire target validates the simple theory.
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1. INTRODOCTION

The introduction of the singularity expansion method (SEM) by Baum [1)
renewed interest in transient electramagnetic scattering by providing a simple
means of characterizing the response of a scatterer in terms of its natural
resonances. SEM concepts are actively employed in radar target identification,
where natural resonances are used as aspect-independent target features [2]. An
important facet of target identification is the ability to discriminate targets
with subtle differences in geametry, such as aircraft wing angle and length.
Since a theoretical study of the effect of slight shifts in rescnant frequencies
requires the calculation of a large number of sets of frequencies, simple targets
such as wires are often employed to minimize coamputational effort.

To fully understand the effects of small shifts in target geametry an
target discrimination it is not necessary to precisely determine the natural
frequencies, but rather to accurately quantify their change. To that end, this
paper introduces a sinmple technique for approximating the natural frequencies of
an arbitrarily shaped thin wire, providing an eificient means to test target
discrimination algorithms.

A straight thin cylinder was one of the first structures to be analyzed
using the SEM [3]. It was found that the daminant natural mode currents (those
with the smallest temporal damping rates) were nearly sinusoidal, each
representing a standing wave due to reflections fram the ends of the wire. This
simple picture is equally valid for a thin wire bent into an arbitrary shape, and
so a sinusoidal current distribution remains a valid approximation for the
resanant current. A transcendental equation for the natural frequencies based
on this approximation is introduced, and the coupling coefficients for the
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current and backscattered field response are specified. Camparison with moment
method solutions reveals that the approximate resonant frequencies are quite

accurate for modest perturbations from a straight wire or circular loop.

II. TRANSCENDENTAL BQUATION FOR APPROXIMATE NATURAL FREQUENCIES

Consider a thin wire of radius a and length L arranged along an arbitrary
axial path I in free space, as shown in Fig. 1. The arc length along the wire
axis is measured by the variable u with its origin chosen, for convenience, at
the origin of coordinates. The wire is illuminated by a transient plane wave
field travelling in the direction @ with time history f(t) and polarization ¥.

In the Laplace frequency damain this field is

E'7s) - VEPs)e™ (1)
where
W) - P (2)
y=-3 (3)
c

and F(s) is the Laplace spectrum of £(t).
Using the thin wire approximation, the current induced on the surface of

the wire is replaced by an equivalent axial current I(u). The field produced by




the induced current is then, adopting the approach by Mie [1]

-yR
E#s) - 4:.0’ { [a’a(‘:‘,')v - y‘ﬁ’l(u’)]%dn’ (4)
where
R = |r-F| (5)

and Q0 is the unit tangent to the wire axis at the axial point u. Applying the
boundary condition on the surface of the wire that the total tangential field
must be zero leads to the electric field integral equation (EFIE) for the current
induced in the wire

{ _a':,')g‘. - v24 -6 I L:du' - -4xesdVE,Fis)e™ alluel'  (6)

Here, by the thin wire approximation, R is the distance fram an axial source
point at axial position u' to a field point on the wire surface at axial position
u.

The natural resonances of the wire are defined through the unforced
solutions to (6). Spatially weighting (6) by the natural mode current
distribution gives a transcendental equation for the natural frequencies of the
wire (s}




fz( )f a"“') a - va-@'Iuh |2 dudu’ -0 )

which could be solved if I(u) were kiown. Integrating by parts, and using the
boundary condition that the current must be zero at the ends of an open wire, or

continuous on a closed loop, gives the more stable equation

al(w) oKu') . o /o 8
{{ > ol + Y366’ Ku) Iw)) = dudy’ = 0 (8)

where the derivative has been removed fram the Green's function.

A typical approach to determining the natural frequencies is to solve the
hamogeneous version of (6) for the natural mode current distribution and the
natural frequencies simultanecusly. This requires a tedious moment method
solution, where the wire is discretized and a large matrix equation is solved
repeatedly during a root search [2]. Since there is no way of predetermining the
current distribution, the resulting natural frequencies are often hard to
separate.

A much simpler approximate solution for the natural frequencies can be
obtained by solving (8) with an appropriate approximation of the natural current.
It is well known that the daminant (first layer) resonant modes of a thin wire
are highly sinusoidal such that a satisfactory approximation for the nth mode

current distribution is




Iw) = I(w) = sh{nu-%) n=12,. (9)

with an appropriate phase factor included for closed loop wires. Substituting

(9) into (8) gives a simple transcendental equation for the nth mode natural

frequencies of the wire

F's) - F(s) = 0 (10)

where

F*(s) = {{ ( zv’ﬂ ﬂ’]—coo—u:u')dudu’ (1)

It is interesting to note that a 2zeroth order solution for the natural

frequencies can be obtained using the crude approximation

-1.

iR— = 3(u-u’) (12)
which yields
]
. an Y R "[— Ly’ 13)
F*s) ~ [(T) zy’] { coa-;-(u:u)du - L (
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Using (10) then gives

s = +jB%C (14)
which are the expected simple non-radiating resonant mode natural frequencies.

I1I. CALCULATION OF LATE-TIME TRANSIENT CURRENT INDUCED ON WIRE

The approximate late-time transient current induced in the thin wire can
be written as a singularity expansion over the daminant natural mode current
distributions [1]. In the frequency doamain this expansion is

2§
1u9)=Y a,(s)(s-3)"I,) (15)
8=l

where N is the nunber of daminant modes excited by the incident pulse waveform
£(t), a(s,) is the class-1 coupling coefficient for the nth mode and I (u) is
given by (9). Note that both the coupling coefficients and the natural
frequencies appear in camplex conjugate pairs; i.e., s, = sm', where * denotes
the camplex conjugate.

The coupling coefficients are excitation dependent and can be camputed as
follows. Substituting the singularity expansion (15) into the integral equation
(6), multiplying both sides by the current distribution of the mth mode and

integrating gives




e L N NREPO IR Lant Wil
an,)(u,) fdul()f = -y ad )| o du 6

- -4nseE ) [ I (W)dve ™ du
r

Integrating by parts twice and using the boundary conditions on current at the
ends of the wire allows the roles of L and I, to be swapped. Using reciprocity
of the Green's function then gives

So PR fauro] "‘”--fm | -
n
—4mse EF(s) [1 W)d 90 du
r

Now, taking the limit as s - Sy the left hand side is seen to be zero by virtue
of the definition of a natural mode (7) for all terms in the sum except n=m. The
n=m term produces an indeterminate form which can be evaluated using 1'Hopital's
rule to yield the class-1 coupling coefficient. Substituting the approximate
current distribution (9) gives the approximate class-1 coupling coefficients for
the dominant (first layer) modes




4xs, e,EF(s) (18)

a(s) = - Q)

Q) - [ m(u%)we"-'a (19)
r

Here G is a normalization coefficient given by
c,-C,-C, (20)
where

TR
C, - ‘21: f f [R( 344y (2-Ry.)]eoa wsu')=— ° dudu’ (21)
TT

The late-time current response of the thin wire can now be evaiuated by

inverting (15)

" L)
) - 3 n:-“i)[a.(,s.)e"' + e (22)
»el




IV. CALCOLATION OF BACKSCATTERED FIELD

Once the transient current on the wire has been found, the far zone
backscattered field is easily calculated by integrating over the current
distribution. The far zone field scattered by the wire can be calculated by
keeping terms anly to 1/R in the general formulation for the transient field

radiated by a current source {6]. This gives

r u’.:--R¥
Br - 22 [ Rkttt <] ! (23)
4x T R
Using the standard far zone approximations that
R ~r-tr (24)
in the time shift factor while
Rey (25)
in the denaninator, and
Be? (26)
leads to
By - 22 putx [ a’:‘(u',x-L-’f-)a/ (27)
4x T c ¢




as the far-zone scattered field.
Substituting the current expansion (22) into the scattered field formula
(27) and noting that in the backscattered direction

= -WF = -w (28)
gives the backscattered field

" L L]
Erp - 03 [oxwxDsinnnL)ls a0 " +alale e W du  (29)
4xr Ly

~l p

where T = t - r/c. Finally, remambering that the field polarization of the

incident field ¢ must be orthogonal to the direction of propagation @ leads to

N
E(rs) - 9-Ery) - -%22 Re{s,a,(s)Q,(s )e"")} (30)
a=1

for the polarization matched camponent of the far-zone backscattered field, where

Qn(sn) was defined in (19), and Re indicated the real part.

As a simple first example, consider a plane wave with a unit step time
history incident on a straight thin wire as shown in Fig. 2. The natural

frequencies 8 = °n*j“n obtained by solving (10) are shown in the figure for the
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first ten daminant modes of the wire, along with the natural frequencies obtained
by solving the hamogeneous version of (6) using the method of moments (3].
Agreement is seen to be excellent for the imaginary parts, with a maximum error
of less than one per cent. The real parts are less accurate, showing a maximum
error of about 12%. Both these errors increase with modal index, as expected,
since the resonant current approximation (9) is most accurate for modes with the
least spatial variation of current.

Also shown in Fig. 2 is the current response to the incident ster ane
wave, calculated at u=0.75L using (18) in (22) and the first ten daminant modes.
A carparison with the moment method results of Michalski (4, Fig. 3] shows
excellent agreement, suggesting that the relatively high error in the real parts
of the natural frequencies does not lead to an equivalently high error in
predicting the current response. This is not surprising. Based on experience
in mode extraction, accurate modelling of a response with natural modes is highly
insensitive to variations in the real parts of the natural frequencies, making
them difficult to extract fram data [S].

Note that the time origin for the current response is at the first moment
the incident wave strikes the cylinder. Thus, the response should be zero unti!
t=0.65L/c, the time the incident field reaches the observation point at u=0.75L.
That this is not so is a reflection of the inability of the class-l1 coupling
coefficients to accurately represent the early-time respanse of the wire.
However, as explained in [4], the causal portion of the response is adequately
modelled using class-1 coefficients.

The backscattered field step response of the cylinder shown in Fig. 2 has
also been calculated. Using (30) with the first ten approximate natural

frequencies yields the electric field waveform shown in Fig. 3. Note that since
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the early-time current response was not accurately modelled using class-1
coefficients, the early-time of the backscattered field response will also be
inaccurate. However, the late-time portion, beginning at t=1.73L/c, a time equal
to the two-way transit time of the cylinder times the cosine of the incidence
angle, should be well approximated. Note that it is this late-time period which
is needed in the study of radar target discrimination schemes such as the E-pulse
and K-pulse methods [6].

As a second example, cansider a thin wire elliptical loop, as shown in Fig.
4. The natural mode current distributions on the loop demnstrate two types of
symmetry, correspanding to either the sinusoidal or cosinusoidal distributions
in a circular loop. The current for sine modes is approximated using (9) while
cosine modes require a 90° phase shift. The n=1 natural frequencies found by
solving (10) are campared in Fig. 4 with those found using a mament method
solution [7], as a function of ellipse eccentricity. Again, agreement is seen
to be very good, with the best results coming for the smallest eccentricity.
This is expected, since zero eccentricity corresponds to a circular loop, which
in fact has true sinusoidal natural mode current distributions [8].

Similar results are obtained for segmented wires as shown in Fig. 5. Here
a thin wire has been bent at its midpoint through a series of angles and the n=1
natural frequency has been calculated by solving (10). A camparisan with results
obtained using the mament method for a right angle bend [9] shows reascnable
agreement.

As a last example, a campound bent wire has been constructed and its
current response to a one-nanosecond-pulse wavefront has been measured above a
conducting ground plane. The result is shown in Fig. 6. (Only one half of the
target was actually used, and only the odd modes were excited, due to the image
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effect. For a description of the MSU transient measurement range, see [10]).
A small circular loop current probe was used to sample the magnetic field near
the surface of the wire, and thus the measured response is proporticnal to, by
Faraday's law, the derivative of the current response. The natural frequencies
of the wire were extracted from the late-time portion of the measured response
using an E-pulse technique (11] and are camwpared in Fig. 6 to those calculated
by solving (10). Agreement between the approximate theory and experiment is seen
to be excellent for the imaginary parts.

The current response of the campound wire has also been calculated, by
first finding the impulse response using F(s)=1 in (18) and then convolving with
the measured incident pulse waveform. Rather than attempting to integrate the
measured data to campare to the theory (an often difficult task, due to a pesky
DC offset present in the measured data), the theoretical current distributien
(22) has been analytically differentiated and the result plotted in Fig. 6.
Agreement during the late-time period is seen to be quite good.

VI. DISCUSSION

This paper has introduced a simple approximation for the portion of the
natural response of an arbitrarily shaped thin wire scatterer that results fram
the daninant (first layer) modes. Numerical and experimental results show that
the approximation is quite good. It is important to note that while modes of
higher complexity have been ignored in this simple analysis, they are not often
of practical value. The real parts of the simple first layer resonant modes are
usually much smaller (in magnitude) than those of more camplex modes, and thus
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dominate the response. This is especially true of measured responses, where
modes of higher camplexity fall beneath the noise level. Thus, good agreement
was seen between the measured and approximate responses of the campound wire
target of Fig. 6, even though higher camwplexity modes were ignored in the
analysis.

The benefits of using the approximate approach are twofold. First, by
specifying the order of the resonance (i.e., picking n) the camplexity of solving
forb the natural frequencies is reduced campared to the moment method. When using
the moment method, all the frequencies are determined fram the same hamogeneous
matrix equation, and their existence depends on the level of discretization of
the wire or representation of the current. (That is, if the current is not
allowed sufficient freedom to oscillate, higher order frequencies cannot be
obtained).

Second, the simple transcendental equation (10) is very stable (i.e., not
highly sensitive to integration accuracy), and allows for a rapid solution for
the natural frequencies. Many frequencies of a quite camplicated wire can be
obtained in just a few minutes on an ordinary PC. This is extremely valuable
when the transient responses of several similar targets are needed for a
parametric analysis. For instance, it is possible to generate a large amount of
data for wire targets with slightly different geametries for use in evaluating
radar target identification schemes. In fact, since the change in natural
frequency is what affects the ability to discriminate, the approximate
frequencies are often sufficiently accurate.

As a last note, it is straightforward to generalize this approach to arrays
of thin wires of arbitrary shape. The natural frequencies are then obtained by

solving a determinental equation of order equal to the number of wires involved.
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FIGURE CAPTIONS
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2.

Geametry of an arbitrarily shaped thin wire scatterer.

First ten natural frequencies s.L/c of a thin cylinder, and surface
current step response at u=0.75L calculated using first ten
frequencies of approximate theory.

Backscattered field step response of a thin cylinder, calculated
using first ten frequencies of approximate theory.

Variation of the n=1 sine and cosine mode resonant frequencies with
eccentricity for a thin wire elliptical loop.

Variation of the n=1 rescnant frequency with bend angle for a bent
wire.

First six odd mode frequencies s.x10° of a campound wire, and
camparison of measured current ‘pulse response with response
calculated using first six odd modes of approximate theory.
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Fig. 1. Geametry of an arbitrarily shaped thin wire scatterer.
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variation of the n=l sine and cosine mode rescnant frequencies with
eccentricity for a thin wire elliptical loop.
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Fig. 5. Variation of the n=1 resonant frequency with bend angle for a bent
wire.
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Fig. 6. First six odd mode frequencies s:..x10°’ of a cowpound wire, and
camparison of mesasured current pulse response with response
calculated using first six odd modes of approximate theory.
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